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ABSTRACT 
 

In recent days securing of transmitted data is an 
essential part of any communication system. There are several 
approaches with respect secure data like the utilization of 
cryptographic algorithms and other techniques. In this paper, 
Bit Transition Encoder and Decoder (BTED) error correction 
codes are analyzed for securing user data with the utilization 
of error correction codes (ECC) operations, such as point 
addition, point addition, point doubling, and point negative 
operation. Bit Transition Encoder and Decoder (BTED) error 
correction codes better than conventional error correction 
codes with several aspects such as area overhead in hardware, 
decoding time, and efficiency. The proposed techniques can 
be effectively utilized for memory applications. The 
error-correcting capability of these codes is also included for 
efficient implementation. This paper analyses the BTED 
Error Correction Codes for Cryptography Applications and 
compared the error correction capability of various error 
correction codes.  
 
Key words: Cryptography, Error Correction codes, Data 
Security, Encoding, Decoding 
 
 
1. INTRODUCTION 
 
Encoding and decoding of data play a vital role in any wireless 
communication system. There are several encoding 
mechanisms are utilizing for the encoding of the data. The 
encoding process imposes redundant bits to secure the data in 
several formats. The imposing of redundant bits creates 
ambiguity for the decryption of data and also the possibility of 
error in the received data. By using a suitable error correction 
algorithm the ambiguity of recovering data can be minimized 
with the help of error correction codes operations. The 
commonly used error correction operations are point addition, 

 
 

point doubling, and point negative operation. In point 
addition operation, the bits adding a point along an elliptic 
curve to itself repeatedly to obtain the desired results. Certain 
cryptographic algorithms are implemented based on the point 
addition mechanism. Point doubling is the operations 
specified for points of the elliptic curve to obtain accurate 
results from the encoded data. It should be the same as if we 
wanted to sum not two distinct but rather two equal points. 
Point negative operation is performed on the bits to 
accommodate a particular interval for the processing bit [1]. 
Figure 1 shows a generalized block diagram of encryption and 
decryption. As an instance, the input to encryption block is 
considered as plain text and key. The key is generated by the 
use of the data set. The data set consists of binary digits that 
pertain to the input but modified through by performing point 
addition, point addition, point doubling, and point negative 
operation. The received encrypted data is decrypted in the 
decrypted block. The decryption block consists of cipher text 
transferred data and key that is generated from the error 
correction operations. The once the algorithm extracts the 
plain text it will be compared with the original data for 
authentication purposes.  
 
 

 
Figure1: Block diagram of encryption and Decryption 

 
The overall organization of the paper as follows. In the second 
section, the ECC operations are explained with mathematical 
expressions and their corresponding curves. In the third 
section, Scalar multiplications of points are discussed. In the 
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fourth section, the BTED algorithm explained, and finally, the 
results and conclusion of the paper is described. 
 
2. ECC POINT OPERATIONS 
In this section, the computations of curve points for 
encryption and decryption operations are analyzed in detail 
and also how to compute the points for a negative number is 
discussed. 
 
 
A. Point Addition: 
In point addition operation, the bits adding a point along an 
elliptic curve to itself repeatedly to obtain the desired results 
[2]. Given 2 points on an elliptic curve, J(x1, y1) and K(x2, y2), 
then the addition of these points results in L(x3, y3), which lies 
on the curve as depicted in Figure 2. 

λ = [(y2-y1)/(x2-x1)] (mod p)             (1) 
                  x3= [λ-x1-x2] (mod p)                        (2) 

y3= [λ(x1-x3)-y2] (mod p)                   (3) 
 
 

 
Figure.2: Point addition operation on elliptic curve. 

 
B. Point Doubling 

Point doubling is the operations specified for points of the 
elliptic curve to obtain accurate results from the encoded data. 
Given a point J(x1, y1) on an elliptic curve, point doubling i.e., 
J(x1, y1) + J(x1, y1) yields L(x3, y3), which lies on that curve as 
outlined in Figure.3. 

     λ = [(3  + a) / (2y1)] (mod p)             (4) 
    x3=[λ-2x1](mod p)                                     (5) 
   y3= [λ(x1-x3)-y2] (mod p)                            (6) 

 

 
Figure.3: Point doubling operation on elliptic curve 

 
C. Point Negative 
Point negative operation is performed on the bits to 
accommodate a particular interval for the processing bit.  
Given a point J(x1, y1) on an elliptic curve, to find -J(x1, y1) is 
given by J(x1, p- y1), as illustrated in Figure.4. 
 

 
Figure.4: Point Negative operation on elliptic curve 

3. SCALAR MULTIPLICATION OF POINTS 
Given a point P(x1, y1) on an elliptic curve, to calculate Q(x2, 
y2) = k P(x1, y1), where k is any number, it requires frequent 
point additions and point doublings. The calculated points are 
stored in read-only memory for write and read operation. The 
volume of each memory location is 32 bits, and the total 
number of memory locations is 256 [3]. All 256 points are in 
the form of 16x16 matrixes, and each point size is 32 bits. The 
input information is replaced with the S-box value deployed 
on x and y coordinate value, as depicted in the below instance. 
Assume the input data is 4512, the primary digit in 
x-coordinate i.e., 4 and the last number in y-coordinate i.e., 2. 
The value 4512 is substituted by the fourth column and 
second-row values from S-box. The outcome of the S-box 
value is encrypted; employing BTED and encrypted data is 
broadcasted through wireless communication [4]. The 
received information at the receiver is decrypted by utilizing 
the syndrome calculator and error detector circuit. The S-box 
value is plotted as points on an elliptic curve. Depending on 
the input values, the S-Box values are substituted for 
subsequent encryption and decoding using BTED [5]. The 
figure 5 shows the hierarchical demonstration of 
elliptic-curve cryptography (ECC). 
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Figure.5: The hierarchical demonstration of elliptic-curve 

cryptography (ECC)  
4. BTED ENCRYPTION AND DECRYPTION 

 
The decoding is necessary to identify and correct errors in 
the word obtained from encryption output. Assume that 
original data bits are B3, B2, B1, and B0 and the 
redundant bits are C0 and C1. The bits C0 and C1 are 
obtained via the binary formula (XOR operation). 

C0 = B0 xor B2 = 1 xor0 =1 
C1 = B1 xor B3 = 0 xor1 = 1 

Then assume now that Multiple Bit Upsets (MCUs) occur 
in bits B3, B2, and B0, the received redundant bits C0 and 
C1 are computed. 

 
 

In order to detect these errors, the syndrome bits S0 and S1 
are obtained as follows. 

 
 

These results suggest that the error bits B2 and B0 
are wrongly observed as the initial bits thus, 
these 2 errors bits not corrected. This instance describes 
that for a direct paired task, the number of even bit errors 
cannot be recognized. In the beginning, from data bits 'D' 
the obtained repetitive bits H4, H3, H2, H1, H0, and 
V01-V31 are formed. Using equation 13 and 14, the 
level condition bits H4, H3, H2, H1, H0 and the vertical 
error bits S3-S0 are assumed as follows: 

    

           

Similar computations are executed for the rest of the 
vertical error bits. Here “−” represents 
the decimal integer subtraction. When S3 – S0 are 
equated to zero, then the stored on code word has 
only original data bits in the symbols, and there are no 
errors. When and S3 – S0are nonzero, 
then there is an error. Induced errors are identified 
in symbol 0. These errors are corrected by using the below 
equation (9). 

 
Earlier it was determined by considering error location; a 
parallel calculation can be used to differentiate 
a limited number of errors. In any instance, when these 
decimal computations are employed to distinguish errors, 
these errors can be determined in such a way that unraveling 
error is kept aside.  The positioning technique of decimal 
error detection using the proposed structure is specified in the 
above equations and also shown in decrypted data. Initially, 
the extra horizontal bits H4H3H2H1H0 are obtained from the 
primary data bits as follows. 

 
 

 
Then, the flat syndrome bits H4H3H2H1H0 can be obtained 
using decimal integer subtraction as follows. 
 

 
 

The decimal approximation of H4H3H2H1H0 is not equal 
to zero, and the errors are known and represented as symbol 0 
or symbol 2. Thus, these flopped bits are placed in a precise 
area to utilize the vertical disorder bits S3 − S0 or S11 − S8. 
Thus, in decimal computation, the proposed system has 
higher flexibility for ensuring memory against 
M. Consequently, this is feasible for single and decimal slips 
and also for various types of errors per line may be studied for 
the proposed strategy irrespective of errors. In decimal one 
of the basics for these bits, H4H3H2H1H0 is zero. The 7-bit 
slips occur in symbol 0 and 2 simultaneously; the 
disentangling error can be declined in the sequence 1, 2, and 
3, and are essential properties of the BTED algorithm. In this 
algorithm, all single-error and multiple errors are resolved 
in two sequential images. Phenomena of sequence 4 and 5 
conferred are redressed, and various errors per column are 
identified by the even error bits.  

Thus exhibit memory recollections from substantial Multiple 
Bit Upsets (MCUs). Then again, impacts of type 4 and 5, is 
important to identify this decoding slip based on these 
essential variables are achieved [6].  Data bits in symbols 
with decimal integer 0 and 2 are equated 2m – 1 and 
therefore the error computation in symbol 0 and 2 equal to 2m 
– 1 and the error computation in symbol 0 and 2. E.g., when m 
= 4, then the probability of the cryptography errors is shown 
in the below equation. 

 
Similarly, If m=8, then the probability of 
the cryptography errors is obtained in using the below 
equation. 

 
The plot of eight errors in data is shown in Figure.6. From 
this figure, it is assumed that memory as a regime that 
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contains few errors, and in the middle of these errors, there 
are no more than 3 bits. Thus it is not a major problem. In a 
comparative method the errors in symbol1 and symbol 2 are 
differentiated and rectified [7].  

 
Figure.6: Time Difference security code plot for eight errors in data 

 
5. RESULTS AND DISCUSSION 

The total power of the Passive tag design is about 5mW, 
which incorporates a Digital baseband processor, memory, 
and peripheral devices. The area is smaller because the 
BTED method is included in the design. In program 
design, target specifications like input and output 
are considered. After software design, the Verilog HDL code 
is compiled and synthesized to verify the 
design syntax. Once the compilation and synthesis are 
completed, the Verilog HDL code is simulated to study the 
performance. The simulation was executed using Simulink 
software. The entire design is copied on to the FPGA Artix-7 
FPGA Kit to examine its practicality once the simulation is 
completed. 
There are several other parameters are taken to considerations 
for comparison purposes namely, total power, delay, and 
device utilization summary are indicated in Table 1 for 
different ECC’s. This proposed research work has satisfactory 
performance in terms of power and speed compared to other 
ECC’s.  

Table 1: Error Correction capability BTED Technique 
 

 
 

6. CONCLUSION 

Error rectification codes are employed to boost memory 
assurance and make the memory error-free. 
Various ECC's are employed to differentiate the event of an 
error and also corrected and the distinguished ones. On the 
other hand, the error detection ability and, therefore, 
the overheads differ given the codes used. 
The projected BTED system accomplishes recognition and 
correcting the errors effectively using the bitwise matrix 
code algorithm technique. Comparing with earlier works, the 
improved BTED can correct errors up to 5 bits in a symbol. 
The projected system demonstrates that it has a higher 
protection level compared to the large multiple cell upsets in 
the memory cells. 
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Abstract - Urban traffic congestion is increasing day by day. There is a need for the introduction of 

advanced technology and equipment to improve the state-of-the-art of traffic control. Traffic problems 

nowadays are increasing because of the growing number of vehicles and the limited resources provided by 

current infrastructures. The simplest way for controlling a traffic light uses timer for each phase. Another way 

is to use electronic sensors in order to detect vehicles and produce signal that cycles. We propose a system for 

controlling the traffic light by image processing. The system will detect vehicles through images instead of using 

electronic sensors embedded in the pavement.  

Keywords: Traffic Density, Edge Detection, Image processing, Image acquisition,   

                    Image enhancement 

1. Introduction 

Traffic monitoring is important for road usage and management. Traffic information 

need to be collected and informed to the users. Various sensors to be deployed at 

appropriate places to find traffic parameters for updating traffic information. Image 

processing plays a vital role in capturing the density of traffic and the data may be 

considered for finding the density of traffic according to various time of the day. Traffic 

lights also play a major role in traffic control and regulation of the traffic on a daily basis 

in India. The traffic lights are of three colours: Red indicates stop, Yellow indicates wait 

and Green indicates go. Users are made to wait for the signal to change from red to yellow 

and then from yellow to green. The time that a commuter has to wait for is decided by the 

traffic signals. They are pre-programmed to wait for a fixed duration of time after every 

change in signal. It is independent of vehicle density on the road and remains constant. 

Sometimes particular road may be more crowded than other roads. During such situations, 

more time may be allocated to that road comparatively. This reduced traffic congestion 

and the system may be improved. There is a need for designing such intelligent system 

which allocated the time based on the vehicle density. In this paper, some of the methods 
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used for monitoring and controlling the traffic based on image acquisition and processing 

have been reviewed and compared. 

2. Review of Related Work 

PALLAVI CHOUDEKAR et. al presented us the use of image processing in traffic 

management [1]. This paper aims to ddistinguish the presence and absence of vehicles in 

road images,  Signal the traffic light to go red if the road is empty,  Signal the traffic light 

to go red if the maximum time for the green light has elapsed even if there are still vehicles 

present on the road. Authors have designed a hardware module for demonstration.  

RAHISHET et. al proposed an intelligent traffic light control [2]. Authors have used 

image processing technique to capture the images and give more delay for the green light 

wherever required. In this system, basically, the waiting time for the vehicles on road with 

more density is reduced. Images for each lane are taken and processed simultaneously 

and a decision is passed as to which lane should be given how much amount of time and 

which should be the highest priority.                                          

OMKAR RAMDAS GAIKWAD, et. al have proposed image processing-based traffic 

light control.  They would be drawing lines of green color at an arbitrary distance. The 

reason for plotting only green colored lines or stripes is that we have to detect these strips 

through camera and there are very less number of vehicles that are painted in green. 

Camera would be placed at the signal which would be focusing on the lines drawn.  

Singam Pardhasaradhi Reddy et. al., demonstrates that image processing is a far more 

efficient method of traffic control as compared to traditional techniques [6]. The use of 

our technique removes the need for extra hardware such as sound sensors. The increased 

response time for these vehicles is crucial for the prevention of loss of life. Major 

advantage is the variation in signal time which control appropriate traffic density using 

Image matching. The accuracy in calculation of time due to single moving camera 

depends on the registration position while facing road every time. Output is clearly 

indicated some expected results. It showed matching in almost every interval that were 

decided as boundaries like 10%, 35%, 68% etc., 
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Aditya Kamath and Abhijeet Khanna presented a LabVIEW using image processing 

and particle analysis. This is to indicate increase in vehicular density in traffic-prone 

roads and alert same instantly [7]. This system focusses on the vehicular density which 

sets specific thresholds according to the time of the day. It also displays an application 

of computer vision for traffic flow management and road traffic analysis.  

Some of the methodologies are discussed in the section. 

3. Methodology 

3.1 Image Acquisition  

The image is captured by a webcam. It is then transferred to the computer via a USB 

cable. The image acquisition and further processing is done by using MATLAB. 

 
               Fig 1.  Image Acquisition Flow Diagram 

3.2  Image Processing 

 

The image is captured by using a webcam placed at the road junction. It has the 

capability of taking images of all the roads meeting at the junction. The webcam is 

mounted on the DC motor.  The speed of rotation of the camera is designed to be such 

that it is greater than the click-to-capture time of the camera. But the rotation of DC 

motor is controlled in such a way that only the images of one lane are captured. After 

whole process is done and the duration of the traffic light is set for that lane. The Dc 

Motor is rotated to an extent that the images of the next lane can be captured. This 

process is repeated for all four lanes. The acquired image is converted to grayscale image 

for further processing. The grey scale image is then converted to a binary image that 

contains only two colours, black and white. This image is known as the threshold image. 

The main purpose of thresholding the image is a radical reduction of information in order 

to simplify further processing. The thresholded image is then complemented for further 

image processing.  
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3.3 Image Enhancement 

In this process the images are adjusted in such a way that the results are more suitable 

for further processing. In this, the obtained image is converted into a grayscale image. 

3.4 Thresholding 

Thresholding is transforming the grayscale image into black and white image (binary: 

white=1, black=0). The main purpose of thresholding is a radical reduction of 

information in order to simplify further processing. White colour is assigned to all the 

pixels that have luminosity greater than the threshold level and the others as black. 

 

3.5 Edge Detection 

Edge detection refers to the process of identifying and locating sharp discontinuities in 

an image. The discontinuities are abrupt changes in pixel intensities which characterize 

the boundaries of objects in an image.It filters out useless information, while keeping the 

important structural properties of an image. In this proposed system, canny edge 

detection technique is used. The boundaries of each image are found and the number of 

objects is calculated. 

 

3.6   Object Counting  

To count the objects present in the image, the close boundaries of the objects are 

identified. The exterior boundaries of the objects as well as the boundaries of holes inside 

these objects in the binary image are counted. 

 

4. Changing the Duration of Traffic Light 

The duration of the traffic signal is monitored as follows:  

The camera controlled by Arduino microcontroller rotates in a clockwise direction and 

stops to take pictures of one lane. The clicked pictures are sent to MATLAB for image 

processing. The images are processed in MATLAB and the priority of giving green light 

for that lane is decided as per its traffic density. If there are more number of vehicles i.e 

very high density of vehicles, then green light is given for more duration say 90s, else if 

traffic density is moderate, green light duration is lower around 30s-50s,,and if traffic 
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density is very less then red light is given for that lane. Then the camera rotates to the 

next lane and same procedure is repeated. he same procedure is repeated for all four 

lanes. After all the lanes have given their green signals, the traffic light completes its one 

cycle of traffic monitoring and congestion control. This process repeats and the duration 

of green signal given to each lane keeps adjusting itself after every rotation of the camera. 

5. Conclusion 

This technique can be effective to combat the growing pressure of traffic on Indian 

roads. It uses image processing to estimate the density of vehicles on roads and 

regulates the traffic at fixed intervals of time. It is cost efficient and does not require 

the installation of complex machinery to monitor the traffic. Deploying this system will 

not only save the time consumed in waiting at traffic junctions, but will also conserve a 

lot of resources that are otherwise wasted. 

References 

1. Pallavi Choudekar, Sayantibanerjee, M.K. Muju “Real Time Traffic Light      

Control Using Image Processing” (Ijcse),Vol. 2 No.1, Issn : 0976-5166, 2012. 

2. RAHISHET, APARAJITA SAHOO, APARNA INDORE, VAIBHAV    

    DESHMUKH, PUSHPA US “INTELLIGENT TRAFFIC LIGHT CONTROL   

    USING IMAGE PROCESSING” Proceedings Of 21st IRF International   

    Conference, 8th March 2015, Pune, India, ISBN: 978-93-82702-75-7. 

3.  Omkar Ramdas Gaikwad, Anil Vishwasrao, Prof. Kanchan Pujari, Tejas   

   Talathi “Image Processing Based Traffic Light Control”, (Ijsetr)Volume 3, Issue 4,   

   April 2014. 

4.  Prashant Borkar Et.Al., Predictive Traffic Light Control System: Existing   

   Systems And Proposed Plan For Next Intersection Predition, International   

   Technology Research Letters, Volume-1 Issue-1 2012. 

5. Ben Ahmed Mohamed, et. Al., A Statistical Multiplexing Method for Traffic    

    Signal Timing Optimization in Smart Cities, TELKOMNIKA Indonesian Journal of  

    Electrical Engineering Vol. 15, No. 1, July 2015, pp. 107 ~ 113 DOI:   

    10.11591/telkomnika.v15i1.8092 

6. Singam Pardhasaradhi Reddy et. al., “Design of Traffic Control based on   

    Digital Image by Intelligent Systems”, International Journal of Innovative Research   

ISSN No:1001-2400

http://xadzkjdx.cn/

Journal of Xidian University

VOLUME 14, ISSUE 9, 2020

https://doi.org/10.37896/jxu14.9/096

880



    in Science, Engineering and Technology, Vol. 6, Issue 4, April 2017. 

7. Aditya Kamath  and Abhijeet Khanna, “Image Processing and Particle Analysis   

     for Road Traffic Detection” International Journal of Computer Applications (0975    

     – 8887) Volume 55– No.2, October 2012. 

8. Ambika R et.al., “ Design and Development of Real Time Vehicular Crash   

       Detection System”, Grenze International Journal of Engineering and Technology,   

       Special Issue, PP. 6-10, 2018. 

 

 

ISSN No:1001-2400

http://xadzkjdx.cn/

Journal of Xidian University

VOLUME 14, ISSUE 9, 2020

https://doi.org/10.37896/jxu14.9/096

881



COMPARATIVE ANALYSIS AND STUDY OF SELF DEFENCE 
MODULES FOR SAFETY OF WOMEN 

Ambika R1 

1BMS Institute of Technology and Management 

1ambikar@bmsit.in 

                 Abstract: Women all over the world are facing and even subjected to unethical physical harassment. 
Security for women is still a major issue as the number of crimes and harassment over women and girls is increasing day-by-day. 
In this age of technology, mobile phone is one of the gadgets that almost everyone like and uses to keep in touch with family and 
friends. All they need is a device that can be carried everywhere easily. This proposed work deals with a quick responding, cost 
protection system for an individual and especially for women using which a woman in anguish can call for help just with the 
press of a button on this smart gadget. Self   Defence module for women safety is like a Smart Watch for Women safety. It has the 
ability and potential to help women with technologies that are embedded into a compact device. It is specially designed for 
women safety and protection. It has a control button that will be used by women to inform nearby police when they are in 
distress.  

 

Keywords : Android, Safety, GSM, GPS 

1. INTRODUCTION 
 

Even in this modern era, women are feeling insecure to step out of their house because of increasing 
crimes in our country. The corporate and IT sector are currently in boom. Many women are working in 
corporate even in night shifts. There is a feeling of insecurity among the working women. The proposed 
device is more like a safety system in case of emergency. This device can be fitted in a jacket (similar to a 
blazer for women). It is an easy to carry device with more features and functions. The emergency push 
button is held to one of the buttons of the jacket. The main purpose of this device is to intimate the 
parents and police about the current location of the women. A GPS system is used to trace the current 
position of the victim and a GSM modem is used to send the message to the predefined numbers. There 
are several applications that reduce the risk of sexual abuse by sending SMS but in our model we also 
provide an audio circuit which is more useful for physically challenged people. 

2. EXISTING WORK 
 

Moser, c.  and  c.  mcilwaine discussed a voice keyword recognizing app to recognize the user 
and activate the app functionality even when the mobile keypad is locked [1]. The GPS module tracks the 
longitude and latitude to trace an exact location of a user and sends the prestored emergency message 
including location to the registered contact numbers. The Audio Recording module starts the recording of 
the conversation for five minutes and stored as evidence. The message goes in queue if any network 
problem and send when network gets available. A notification is generated for successful delivery of the 
message. Also, user can select contact through voice-based contact list and make a call.  
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Richard Hill et. Al., [2] proposes a Spy Camera Identification and Women Attack Rescue System 
(SCIWARS) app which consist of two modules. The first module act as an intelligent alert system which 
detects the infrared rays coming from every Night-vision hidden cameras placed in changing rooms, 
hotels rooms etc., and also informed the user about unsafe place through message. Now it is the user 
responsibility whether to register a complaint or not by forwarding the notification with the location to 
legal authorities such as Police. The second module will get activated by pressing any key continuously 
which will provide the help to the victim from physical attack in unsafe situation. It sends the emergency 
message containing location to register contacts. It also records the voice and captures the images of the 
surrounding for 45 seconds. This information also stored in secret location of mobile for future evidences.  

An android app to provide security at two different situations is proposed in reference [3] by 
Mughal, e. and k. krause. The First module provides security to Women at Emergency Situations propose 
a Save Our Souls (SOS) app to provide the security on a single click of SOS button for the women 
travelling at night or alone. No need to unlock the screen, instead by just pressing the power button it 
directly triggers the application to run at the background, to send the emergency message including the 
location in the form of latitude and longitude to the registered contacts. The second module proposes an 
android based home security system that provides security of house belongings and Senior Citizen in the 
user absence. Since the security of senior citizen is always a concern with increasing number of robbery 
incidents. This app informs the user about an attempt of intrusion activity at home through a message and 
a feedback SMS triggers an alarm in the house. The minimum requirement is the android mobile, a 
hardware circuit embedded with a switch and GSM modem that are connected to the door. When an 
intruder tries to open the door, the switch triggers an interrupt for the microcontroller to activate the GSM 
modem to send warning SMS to store registered number in the modem. At the receiver end, the 
application pop up the menu frequently for user attention. If the user fails to acknowledge in the defined 
time interval, then the automatic positive acknowledgement message will be sent to the remote GSM 
modem which in turn interrupt the microcontroller for an alarm. 

 

Rathmell proposed a portable device as a belt which is automatically activated base on the 
pressure difference crosses the threshold in an unsafe situation[4]. A GPS module tracks the location and 
sends the emergency messages to three emergency contacts every two minutes with updated location 
through GSM. The system also activates the screaming alarm that uses a siren, to call out for help and 
also generates an electric shock to harm the attacker for self-defense which may help the victim to escape. 
The device mainly consists of micro controller on the ATMega328 board which programmed using the 
ARDUINO programming language. 

Paper [5] proposes the women security device called as “Suraksha” which is easy to 
operate the device. This device can be activated through- voice command, Press a switch key and shock 
(i.e. when the device is thrown with force, a force sensor used to activate the device). In an emergency 
situation, it will send the message including instant location to the police, via the transmitter module and 
registered numbers via a GSM module. Currently, the work is under process to embed it in jewellery, 
mobile or another carrier like belt etc. It can play a major role in the propose projects where all the police 
stations are connected and share the criminal records, crime investigating cases etc. 

An extended vehicle tracking system to track the vehicle based on GPS with that it also 
provides the safety through an emergency button kept under the vehicle seat using GSM. As the 
increasing economic growth rate of a country, many companies are establishing their setup in the nearby 
region of the cities. Since the security of women employees’ inside the private transportation is the 
companies’ responsibility. In the unsafe situation, an employee needs to press the emergency button to 
activate the device Teltonika-FM1100. It, in turn, enables simultaneously the Android device used to 
capture the images inside the vehicle and the GPS system which track the vehicle position in the form of 

Journal of Huazhong University of Science and Technology ISSN-1671-4512

Vol 50 2 Issue 6



latitude and longitude. An alert message including the location is sent a card to the company special team 
and nearby police station through GSM SIM. After that, it is the responsibility of police squad and 
company team to handle the situation. 

Paper [7] proposed a women safety system which used a microcontroller ATMEGA 328P. Here 
the MEMS sensor is used to sense any mishappening with women according to the extraordinary 
movement of the body. If in any case, MEMS sensor is unable to sense the mishappening then the switch 
in the watch can be pressed manually to indicate any mishappening. As soon as any mishappening is 
detected by the sensor the same is indicated to the controller. Upon receiving the signal the controller 
starts generating shock waves through shock wave circuit and at the same time a message containing the 
location of the victim obtained through GPS is transmitted to the relative or friend whose number is 
already in the program. 

 

3. IMPLEMENTATION 
 

Entire work is divided in to three main modules, namely GSM, GPS and Panic Sensor. As 
presented in the block diagram, the proposed module will have emergency switch, which can be pressed 
when the user is in danger. Emergency switch is interfaced with GPS and GSM modules to send a 
message of the location of the user to the registered numbers. Bluetooth module will also be activated 
which produces a call for help in case the user is not able to call for help. In case the user is not able to 
voluntarily press the emergency button, there is also a panic sensor present in the device which can be 
used. The panic sensor consists of a temperature sensor and an LDR. In case of fear or panic, the 
temperature sensor can sense the varying body temperature due to production of hormones when in fear. 
The LDR helps in detecting if a person comes too close to the user. This device calls for help and sends a 
message only after LDR is continuously sensed for a certain number of times. Hence it is easier to find 
and save the user when in danger. 

 

 
Figure 1.  Block Diagram of the Proposed Module 
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Figure 2. Flowchart of the Proposed Module 

 

This device directly gets connected to the satellite through GPS when activated. Then the 
location is transferred through the GSM, it also contains a shock mechanism to produce non-
lethal electric shock in emergency situations to deter the attacker. Being safe and secure is the 
demand of the day. Our effort behind this project is to design and fabricate a gadget which is so 
compact in itself that provide advantage of personal security system. This design will deal with 
most of the critical issues faced by women and will help them to be secure. Women’s security is 
a critical issue in current situation. These crimes can be brought to an end with the help of real 
time implementation of our proposed system. 

4. APPLICATIONS AND ADVANTAGES 
 
Proposed module may be used in Security appliances, Safety of women and used as a legal 
evidence of crime with exact location information for prosecution. 
Main advantages of the proposed module may be Sophisticated security, Monitors all hazards 
and threats, alert message to mobile phone for remote information, Mobile number can be 
changed at any time, can be used to prevent incidents.  
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CONCLUSION 

  Our effort behind this project is to design and fabricate a gadget which is so compact in itself 
that provide advantage of personal security system the emergency response system which is 
helpful for women in the incidents of crime. It is low cost system which can store the data of the 
members in the particular locality and provide immediate alert in case of crime against women. 
This provides women security. Being safe and secure is the demand of the day.  
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Technical Article

Introduction

Amongst the different forms of cancers that affect women, 
breast cancer is the most commonly diagnosed around the 
world. It contributes to 11.8% of cancer deaths globally.1 
Since the availability of healthcare services and awareness 
of cancer is not state-of-the art everywhere, in many cases 
cancer is not detected at an early stage. Thus, patients 
undergoing treatments normally suffer from advanced 
stages of cancer, which greatly reduces their survival rate.2 
Early diagnosis through regular screening has brought 
down the mortality rates by 40% to 50%.3 Various screen-
ing methods such as thermography, magnetic resonance 
imaging, mammograms, and ultrasound scans are available 
for cancer diagnosis. Amongst these, mammograms are 
considered as the standard due to their high sensitivity. 
However, in the case of patients with radiologically dense 
tissues in their breasts, the sensitivity of 2D mammograms 
has been observed to drop down to 48%, thus leading to a 
risk of false diagnosis of malignant tumors.4 Multimodal 
scans that use a combination of various scanning methods 
for the accurate detection of malignant tumors reduce this 
risk significantly.3 Automated Whole Breast Ultrasound 
(AWBUS) is a popular technology used for early detection 

of cancer. It is either used as an independent screening 
method or as a part of multimodal scans.

Kotsianos-Hermle et al. compared and analyzed the 
detection ability of handheld ultrasound scan, mammogra-
phy and Automated Whole Breast Ultrasound (AWBUS) of 
107 breast lesions. The authors reported that AWBUS has 
better efficiency and can be considered as an adjunct for 
mammography. A study based on the size of the lesion 
reported a strong correlation between mammographic study 
and AWBUS study, and it was reported that the sensitivity 
of ultrasound is much better than the mammographic stud-
ies.5 The advantages of having an AWBUS scan are: (a) it 
provides higher reproduction of sonographic reports; (b) it 
introduces less operator-related variability and (c) it 
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Abstract
Nipple is a vital landmark in the breast lesion diagnosis. Although there are advanced computer-aided detection (CADe) 
systems for nipple detection in breast mediolateral oblique (MLO) views of mammogram images, few academic works 
address the coronal views of breast ultrasound (BUS) images. This paper addresses a novel CADe system to locate the 
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were calculated through an iterative sliding window for the extraction of shape and texture features. These features are then 
concatenated and fed into an Artificial Neural Network (ANN) to obtain probable NSA’s. Later, contour features, such as 
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into a Support Vector Machine (SVM) to identify the accurate NSA in each case. The coronal plane BUS dataset is built upon 
our own, which consists of 64 images from 13 patients. The test results show that the proposed CADe system achieves 
91.99% accuracy, 97.55% specificity, 82.46% sensitivity and 88% F-score on our dataset.
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performs faster image acquisition as compared to Hand-
Held Ultrasound (HHUS).6

In AWBUS, coronal, sagittal, and transverse are the three 
major views for effective analysis of breast lesions. Amongst 
them, the coronal view gives better reliability and short read-
ing time compared to a transverse view. Likewise Chae et al.7 
reported that coronal views present more information of 
breast anatomy with less number of images and are better 
suited for lesion detection in automated breast ultrasound 
(BUS) images.

With the advent of the machine and deep learning tech-
niques, the automated algorithms have evolved for the seg-
mentation of lesions in BUS images. Yuan Xu et al., proposed 
a CNN based ultrasound breast image segmentation algo-
rithm, where two CNN networks are implemented to provide 
segmentation and classification. The 3D images obtained 
from three orthogonal planes were used by CNN-I to seg-
ment the lesion followed CNN-II which provided a classifi-
cation of the segmented regions either as skin, gland, mass or 
fat. The authors reported a high score of more than 80% for 
performance metrics such as accuracy, precision recall and 
Fscore.8 Lipismita et al., presented a novel clustering method 
known as Multi-scale Gaussian Kernel induced Fuzzy C 
-means (MsGKFCM) where the lesion margin is accurately 
detected by Multi-scale Vector Field Convolution (MsVFC). 
The overall segmentation accuracy is improved by avoiding 
local solutions. It is achieved using multi scale clustering 
process obtained by modifying the objective function of the 
conventional GKFCM.9

A recent survey by Mie Xian et al., presented the chal-
lenges faced in the segmentation of breast lesions due to 
speckle noise followed by the discussion of the various eval-
uation metrics adopted for segmentation. The authors con-
cluded that machine learning approaches have a large 
potential in ultrasound image segmentation which can aid 
accurate diagnosis.10

Localization and segmentation of Nipple Shadow Region 
(NSA) is an important process since (a) by determining the 
location, the nipple region serves as a reference point to 
understand the growth characteristics of a suspected lesion 
during its examination over a period of time, and (b) it 
denotes a point or a region that can be documented across 
different modalities (MRI, CT, X-ray) to refer to a specific 
lesion, thus facilitating the radiologist in determining its 
malignancy.11 The increase in the false positive rate in the 
localization of NSA is the major challenge in improving the 
sensitivity of the nipple detection in the BUS images. To 
tackle this challenge, many Computer-Aided Detection 
(CADe) tools are employed.12,13

Mediolateral Oblique (MLO) and craniocaudal view 
(CC) are two standard mammographic projections. In these 
two views, MLO is used to depict most of the muscles asso-
ciated with the breast including the pectoral muscle and is 
mainly used to capture the upper outer quadrant of the 
breast. CC presents the top-bottom view of the breast which 

is used to visualize the medial part and the external lateral 
portion. Mendez et al., developed an algorithm with com-
bined features to detect the nipple from both MLO and CC 
views of the mammographic images. The features consist of 
the maximum height of the breast border, maximum gradi-
ent, and maximum second derivative of the gray levels 
across the median-top section of the breast.14 Jas et al.15 pro-
posed a heuristic approach to search the NSA in mammo-
gram images on both MLO and CC views. Petroudi and 
Brady16 addressed a way to segment the “fat-band” location 
through curvature changes, which helped in localization of 
the nipple region. Furthermore, Mustra et al., have defined 
the importance of craniocaudal projections in nipple detec-
tion in mammogram images.17 Popli et al.18 have discussed 
the best positions for breast scans to get an accurate diagno-
sis and Sweeney et al.19 reviewed various quality criteria for 
craniocaudal projection.

Most of the methods suggested in the literature concen-
trate on identifying the nipple location from MLO or CC 
views of mammograms and few studies have listed the 
advantages of automated ultrasound for efficient localization 
of NSA. Wang et al., proposed a method to determine the 
nipple position in a 3D breast ultrasound (BUS) images 
using a Hessian-based filter. The method identifies the cen-
tral line through the NSA which is the dark region formed 
below the nipple and area along the coronal plane of the BUS 
image. This method requires all the slices of the 3D scan in 
order to detect the NSA in the form of a tube-like structure.11 
Chae et al., proposed a method for segmenting the nipple in 
Digital Breast Tomosynthesis (DBT) images using the shape 
and location of the nipple on the breast boundary. This 
method takes advantage of the protruding nature of the nip-
ple and uses a square mask to detect the position of the visi-
ble nipple. These methods return a single coordinate as the 
nipple point for a 2D slice and do not identify the boundary 
that separates the nipple from the rest of the breast.20 Recently 
Zhuang et al.21 employed a modified UNet model referred to 
as the GRA-UNet to segment the nipple region in AWBUS 
images.

In this paper, we address a fully automated CADe model 
to accurately detect the NSA from the coronal scans of the 
breast ultrasound images. Initially, we extract shape features 
by employing an iterative sliding window across the BUS 
images using Hu Invariant Moments and later texture fea-
tures through Gray-level Co-occurrence Matrix (GLCM). 
Then the features are concatenated and presented to an 
Artificial Neural Network (ANN) to infer the probable NSA 
regions. Later, we extract the contour features from the prob-
able NSA regions which include fractal dimensions, edge 
distance, and contour area and feed them to an SVM classi-
fier to predict the true nipple region.

The rest of the paper is organized as follows: Section II 
discusses the methodology and provides detailed informa-
tion about Pre-Processing, which includes the need for plane 
transformation from sagittal to coronal view, the use of 
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CLAHE for denoising, and the intensity inversion for effec-
tive extraction of shape and texture features. Section II also 
addresses the feature extraction process and explains the use 
of Hu moments and GLCM to obtain shape and texture fea-
tures respectively. The methodology section also presents 
the use of ANN in determining the probable NSA regions 
which is followed by SVM technique. SVM is employed for 
classifying the true NSA regions from probable NSAs. 
Section III presents qualitative and quantitative results of 
the proposed technique, followed by section IV where the 
proposed technique is compared to other state-of-the-art 
segmentation techniques. Finally, the conclusion summa-
rizes the contributions.

Methodology

The algorithm to segment NSA from the AWBUS scans has 
the following stages: Image Pre-Processing, Shape and Texture 
Features Extraction, prediction of probable NSA, and determi-
nation of correct NSA regions using SVM classifier. The 
workflow of the entire process is illustrated in Figure 1. The 
AWBUS dataset required for the segmentation process was 
provided by the physicians of the Department of Ultrasound, 
First Affiliated Hospital of Shantou University, Shantou, 
Guangdong, China. The dataset comprised 64 coronal slices 

derived from the sagittal scans of 13 different patients. The 
sagittal scans are stacked together and sliced along the XY 
plane at different depths to obtain the coronal views of the 
breast as shown in Figure 2.

The images from the dataset are pre-processed to trans-
form them suitable for extracting efficient shape and texture 
features. These features are then concatenated and given to 
the ANN classifier to predict probable NSAs. Further, the 
contour features are selected to represent the probable NSAs 
and later to train SVM classifier to obtain the true NSA 
regions. A detailed description of the proposed methodology 
is presented below.

Image Pre-processing

The image pre-processing is carried out in three steps: plane 
transformation, contrast limited adaptive histogram equal-
ization (CLAHE), and intensity inversion

Plane transformation. Normally AWBUS scans provide Ultra-
sound (US) image slices (I) along the sagittal plane (XZ 
axis). Each scan contains N number of slices, where N is 
directly related to the resolution of the AWBUS scanner and 
area of the breast under examination. Figure 3 illustrates a 
few US slices where the area marked in red shows the NSA 
as a dark tube-like structure seen horizontally across the 
image. Although on an average each AWBUS scan contains 
700 to 800 US image slices, the segmentation of NSA along 
the sagittal plane has the following problems:

•• The nipple region is visible only in few slices, which 
makes it difficult to acquire sufficient data to train the 
model that can automatically perform segmentation. 
This is because the NSA appears as a tube along its 
length, thus appearing only in a few slices acquired 
along the sagittal plane.

•• Due to the cylindrical nature of the NSA region in 
three-dimensional perspectives, out of the 800 slices 
acquired along the sagittal plane, the slices that only 
pass within the diameter of the NSA region will help 
in localization of the nipple region. Also, processing 
sagittal slices captured away from the NSA diameter 
will be redundant as no additional information is 
present.

•• Due to characteristics of the acoustic waves, regions 
apart from the nipple -such as lesions- cast sono-
graphic shadows in US scans. This leads to the emer-
gence of dark regions that appear similar to the NSA 
as shown in Figure 3. These similar regions will pres-
ent false localization when directly subjected to any 
segmentation algorithm.

Therefore, it is challenging to perform automated NSA 
segmentation on the images along the sagittal plane. To 
enable accurate localization, we stack all the sagittal slices 

Figure 1. The block diagram of the system.
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derived from the AWBUS scan of a patient as a three-
dimensional matrix and then sliced along to the XY axis at 
different depths to obtain the coronal view of the breast 
under examination. Figure 2 presents the AWBUS scan-
ning process and the extraction of the breast slice along the 
coronal plane.

The resulting coronal slices IT has many significant 
advantages over the sagittal slices I which is shown in 
Figurer 2(a). The distinguishability of the nipple region from 
other tissues has increased significantly and the nipple region 
appears as a dark disk-like region marked as red in Figure 
2(b) after plane transformation. Also on average, the number 

Figure 2. (a) Stacking the slices from the sagittal plane and re-slicing along the coronal plane. (b) NSA is shown as a disk in the coronal 
view indicated inside a red box along with few examples from the data set. (c) Automated Whole Breast Ultrasound (AWBUS) Image 
acquisition system; illustrating the transducer, scanning direction and the object of interest.

Figure 3. Illustration of NSA visible as a dark tube on the sagittal plane along with other artifacts that look similar to the NSA.
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of slices that contained the nipple region has increased from 
3.08% to 7.03%. The total number of slices considered for 
this study is approximately 700. Thus presenting an increased 
amount of relevant data by 128%.

Contrast limited adaptive histogram equalization. Ultrasound 
images are prone to speckle noise, blurred edges, and other 
artifacts which lead to poor segmentation performance there-
fore adequate pre-processing is required for accurate seg-
mentation. The coronal slices obtained after plane 
transformations are qualitatively better, but suffer from low 
contrast in differentiating the NSA region from the back-
ground. Many contrast enrichment algorithms are based on 
adjusting the histograms. The global contrast enrichment 
technique is not suited for the images where the local infor-
mation is necessary and also for the unclear lighting. Histo-
gram equalization is a common technique for contrast 
enhancement that distributes the intensities over all possible 
gray values but global histogram equalization generally 
results in oversaturated as shown in Figure 4(b).

For medical images, as observed by Konyar and Ertürk22 
and Mousania and Karimi,23 Contrast Limited Adaptive 
Histogram (CLAHE) is an effective method for improving 
the contrast of the region of interest without causing over-
saturation. It employs a local transformation function that 
enhances each pixel derived from a neighborhood region by 
applying the histogram equalization on non-overlapping 

regions of the images by means of interpolation that is used 
to correct the variations among the borders.24 It has two 
parameters, namely the number of tiles and the clip limit. 
The clip limit controls the over amplification of noise and 
tile measure size of the non-overlapping region. Once the 
histogram is calculated for each tile, they are reordered and 
ensured that its height is not exceeded above the to the clip 
limit. Later, the equalization is performed by calculating the 
cumulative histogram over the chosen sub region. Therefore, 
we apply CLAHE over a window of 8 × 8 to obtain the con-
trast-enhanced image IH as shown in Figure 4(c). To quanti-
tatively compare the performance improvement, the 
Histogram Flatness Measure (HFM) and Histogram Spread 
(HS)25 are computed.

HFM is the ratio of the geometric mean to the arithmetic 
mean of the histogram intensities and is computed as shown 
in equation (1).
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where, xi is the histogram count of the ith histogram bin and n 
is the total number of bins.

The arithmetic mean is always greater than or equal to the 
geometric mean, thus HFM lies between [0,1].

Figure 4. (a) The original image. (b) Image after histogram equalization. (c) Image after CLAHE. (d) Image after intensity inversion.
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HS is the ratio of the quartile distance to the histogram 
range. The quartile distance is computed by taking the differ-
ence between 3rd quartile and 1st quartile of the histogram. 
The range is found by measuring the difference between the 
maximum and minimum intensities of the image. HS is com-
puted as shown in equation (2).

 HS =
−( )
−( )

3 1rd st quartile of the histogram

Max Min Intensity of the immage
 (2)

Where, 3rd quartile indicates the histogram bins where the 
cumulative histogram is 75% of the maximum value and the 
1st quartile indicates the histogram bins where the cumula-
tive histogram is 25% of the maximum value. For an image 
with uniform distribution, the maximum value of HS is 0.5.

The measures for IT and IH are presented in Table 1. The 
higher values of HFM and HS for IH indicate better contrast 
improvement than the original coronal images.

Intensity inversion. As the final step of pre-processing, we 
invert the pixel intensities of IH using equation (3). Inverting 
the pixel intensities changes the NSA from dark (grayscale 
values close to zero) to light (grayscale values close to 255) 
enabling efficient calculation of shape features through Hu 
moments.26

 I x y I x yHI H, ( , )( ) = −255  (3)

The intensity inverted image (IHI) is shown in Figure 4(d). 
Later we extract the shape from IHI as explained in the fol-
lowing sections.

Shape and Textures Feature Extraction

The target of the proposed method is to classify each pixel 
within the image as either a nipple or a non-nipple pixel. 
Using intensity-based descriptors (such as computing the 
mean or maximum or minimum intensities with an N × N 
window) alone to classify the pixels will fail since the 
AWBUS slices contain artifacts that have intensities similar 
to NSA as shown in Figure 2(b). Since in most of the coronal 
slices, NSA resembles a disk-like region, here we adhere to 
extracting the shape information as one prominent feature to 
distinguish the NSA region from other similar regions.

Hu Moment Invariants, or simply Hu Moments, can 
effectively describe the shape of the object within an image.27 
It is a popular feature used for pattern recognition in medical 
imaging.28-31

Being shape descriptors, Hu Moments are traditionally 
calculated for an N × N window which is then slid across the 
image along the rows and columns to obtain the shape 
descriptors for the entire image. The raw moments are com-
puted for the central pixel of each window using equation (2).

 M x y I x yij

x

r

y

c
i j

HI= ( )
=

−

=

−

∑∑
0

1

0

1

,  (4)

Where i  and j  are non-negative integers, x y,  are the coor-
dinates of a pixel in the intensity-inverted image IHI  and r  
and c  are the numbers of rows and columns of the image 
respectively. These raw moments Mij  are used to calculate 
the centroids using equations (5) and (6) respectively

 x
M

M
= 10

00

 (5)

 y
M

M
= 01

00

 (6)

Later, the raw moments defined by equation (4) are trans-
formed using the centroid to obtain central moments as pre-
sented in equation (7).

 µij

x

r

y

c
i j

HIx x y y I x y= − −
=

−

=

−
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0

1

0

1

( ) ( ) ( , )  (7)

The computed central moments are translation invariant and 
to obtain scale invariance, we normalize the central moments 
as per equation (8)

 η
µ

µ
ij

ij
i j

= +
+

00
2

1
 (8)

Here, instead of using the traditional sliding window 
approach, we employ an iterative sliding window approach 
to compute more accurate shape descriptors. In the first itera-
tion, an M × M sliding window, W a  with a stride of length, 
l pixels is traversed along the row and column of IHI and the 
Hu-Moment for every (i,j)th pixel within each window is 
computed and associated with the center pixel of the window 
as shown in equation (9).

 Hu P h I i j P Wa i j
a

HI i j
a

k
a( ) ( , ) ,, ,= ( ) ∈ρ  (9)

Where hρ represents the Hu moment of inertia function of 
orderρ , Wk

a  represents the kth window, i,j represent the 
coordinates along the row and column respectively and Pi j

a
,  

denotes the center pixel of Wk
a . In the second iteration, 

another N x N sliding window,W b  is traversed across Hua  
and the maximum value withinWk

b  is associated with the 
central pixel Pi j

b
,  as shown in equation (10).

 Hu P max Hu i j P Wb i j
b

a m n
b

k
b( ) ( , ) ,, ,= { } ∈  (10)

Table 1. Histogram Equalization Score for IT and IH..

Measure IT IH

HFM 0.38926 0.86930
HS 0.21875 0.37051
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It was observed that the values of Hub  for the pixels within 
the NSA were higher when compared to the rest of the breast 
and the NSA presented by Hub  were smoother and more 
amplified as compared to the traditional sliding window was 
shown in Figure 5. For our experiments,W a , W b  and l were 
set to 5 × 5 pixels and 1 respectively.

In the third and final iteration, we slide a window Wk
c  of 

size N × N pixels with a stride length of one over Hub  and 
extract shape feature vector ( Hu fv ) by concatenating the 
Hub�over the neighborhood of the central pixel of Wk

c  to the 
central pixel as shown in equation (11).

 Hu P Hu P Hu P P Wfv i j
c

b b N N i j
c

k
c( ) [ ( ),.. ( )],, , ,= ∈× −0 0 1  (11)

Where Hu fv  is the Hu moment—based shape feature for kth 
window and Pi j

c
,  denotes the center pixel. The extraction of 

shape features through iterative sliding window technique is 
pictorially illustrated in Figure 6. From Figures 5 and 6, it 
should be noted that the boundary of the NSA is sharp, 
smooth and distinguishable when Hub  is considered.

Although a set of seven Hu moments can be derived from 
equation (8) by submitting various combinations of (i,j), it 
was observed (refer Figure 7) that the first order Hu-moment 
(h1) computed using equation (12) presented a clear distinc-
tion between the NSA and the rest of the breast region as 
compared to other higher-order Hu-Moments. Also, the first-
order moments are computationally least extensive and 
hence we extract shape description from h1 for further clas-
sification of NSA regions.

 h1 20 02= +η η  (12)

In our final iteration, we set W c  as 3 × 3, and thus obtain a 
shape feature vector Hu fv  of size 9. The window sizes Wk

a  

and W b  for the proposed iterative technique were selected 
through an exhaustive process, where sliding windows of 
sizes of 3, 5, and 7 were tested. Amongst these, 5 × 5 win-
dow provided smoother and amplified responses that helped 
in localization of NSA regions more accurately (Please refer 
to Figures 5(b) and 6). Wk

c  was always fixed to 3 x 3 since 
we are interested in extracting the shape characteristics sur-
rounding the center pixel. Further in all cases the step size 
was fixed to 1.

After extracting shape descriptors, image texture estima-
tion is done by Gray Level Co-occurrence Matrix (GLCM) 
that could differentiate NSA and the background regions. 
GLCM estimates the joint probability density function of 
the gray level pair of the image. GLCM is widely used in 
medical images for lesion segmentation. Milosevic et al.32 
used a total of 20 GLCM features to diagnose the abnormal 
patterns from breast thermography. Hossain et al.33 
extracted the GLCM based textural features from the lung 
parenchyma region to detect lung cancer. Moreover, 
Sankaranarayanan made use of energy, contrast, entropy, 
correlation, homogeneity features of GLCM to classify oral 
cancer at an earlier stage.34 Initially, the texture descriptors 
were calculated for the CLAHE enhanced image IH image 
where a sliding window of size 9 × 9 was used to compute 
the GLCM features across four directions [0, 45, 90, and 
135]. Later the features obtained across the four directions 
were averaged to find the complete textural characteristics 
of the image. Normally features such as Contrast, Entropy, 
Correlation, and Energy are calculated from the GLCM 
matrixes; however, since entropy presents a measure of 
homogeneity, we employ entropy descriptor G calculated 
using equation (13) as texture features for successful differ-
entiation of NSA from the background regions. The derived 
feature map is shown in Figure 7(h).

Figure 5. (a) Illustration of nipple region after the second iteration for the first order Hu moment. (b) Comparison of intensities before 
and after the second iteration for the horizontal profile drawn across the nipple regions.
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 G p i j log p i j
i

g

j

g

e= −∑∑ ( , ) ( ( , ))  (13)

Where, p(i,j) is the probability of occurrence of intensity 
level in an image.

Similar to the calculation of Hu fvc , 3 × 3 window is 
transversed across G  and values over the neighborhood are 
concatenated to obtain the 9 texture feature.

 G P G P G P P Wfv i j
d

N N i j
d

k
d( ) [ ( ),.. ( )],, , ,= ∈× −0 0 1  (14)

Where Gfv  is the GLCM based shape descriptor for kth win-
dow and Pi j

d
,  is the center pixel

Finally, we concatenate the shape and texture features as 
indicated in equation (15) for each pixel to obtain 18 features 
which are further normalized as per equation (16) and then 
fed to the ANN for accurate classification of NSA and back-
ground regions.

 X P Hu Gi j l fv fv( ) [ , ], .........= =1 18   (15)

 X
Xl=

−µ
σ

 (16)

Where X is the normalized feature vector, µ is the mean of 
the feature and σ is the standard deviation of the feature. The 
extracted texture and shape features are further annotated for 
the defined classification task.

Determining Probable NSAs

To determine the probable NSAs from the coronal slices, the 
extracted shape, and texture features with the annotations are 
fed to an ANN for determining the probable NSA regions. 
The architecture of ANN consists of an input layer, 4 hidden 
layers with tanh  activation function and the output layer 
with a log-sigmoid activation function. The input layer 
accepts the feature vector and the output layer presents a 
classification score of 0 or 1. Here a score of 1 represents the 
occurrence of NSA pixel and 0 the background.

To train the ANN and validate the model, two non-overlap-
ping datasets (training and testing) were created manually 
using a holdout approach. The training dataset had a total of 
10599 pixels, of which 4508 pixels were from the NSA and 
6091 from the non-NSA regions (background) from 14 breast 
scan slices of 13 patients. These data were carefully selected 
so that the selected data will have a balanced representation of 
NSA and Non-NSA classes. While selecting the data, the NSA 
and Non-NSA regions are correctly captured even though they 
appear in opposite way, so that the number of false positives is 
reduced. The feature vectors, each of length 18 extracted from 
the selected pixels along with their labels, were fed as inputs to 
the ANN for training. The features were labelled 0 and 1 based 
on the ground truths provided by the experts(generally more 
than1) from the Shantou First Affiliated Hospital, Shantou, 
who have several years of practical experience in the analysis 
of ultrasound images. Hence the confident level of the experts 
in the annotation of the ground truth is high. The label “0” 

Figure 6. Illustration of extraction of shape features through iterative sliding window technique.
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indicates NSA and “1” indicates non-NSA. The parameters of 
the ANN were tuned by setting an epoch limit of 500 with 
cross-entropy as the loss function. The training accuracy was 
calculated using equation (17) that provided 92.7%.

The trained ANN was then used to predict the nipple regions 
in 50 unseen AWBUS images of the dataset. Thus a testing set 
of 7,08,6797 pixels was considered for the prediction. These 

testing data set points are excluded from the training set. Since 
the output of the ANN presented probabilistic values for each 
pixel, in order to reduce the false-negative rate a low threshold 
of 0.5 was used for classification. Therefore, the classifier was 
able to identify most pixels belonging to the NSA in almost all 
images. Figure 8 shows the contour of the detected region in 
red and the ground truth in yellow for one of the images.

Figure 7. Illustration of first 7 Hu moments (a–g) and GLCM based Entropy features (h). Here the color bar indicates the Hu moments 
values obtained for values various orders. It also illustrates whether the chosen Hu moment can be readily used to distinguish the NSA 
region from the background. The gray scale in (h) indicates the entropy value for the GLCM feature. For interpretation of the references 
to colors in this figure legend, refer to the online version of this article.
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Unfortunately, some images had various other lesions that 
appear similar to the NSAs which resulted in false positives. 
Though we employ morphological opening and closing on the 
reconstructed predictions to successively fill the holes in larger 
regions and eliminate smaller false predictions, some larger 
false positive NSA predictions remained, as shown in Figure 
8. The confusion matrix before and after the use of morpho-
logical operators is presented in Table 2, as are the perfor-
mance measures (refer Table 3) such as accuracy, specificity, 
sensitivity, F score and Intersection of union (IOU, also 
referred to as Jaccard Similarity index). IOU is a measure of 
similarity that compares the predictions of the classifier with 

target labels (annotations) and the range of the index is [0,1]. 
When the index moves towards 1, the prediction will also 
move more towards the target label. The performance mea-
sures computed using equations 17 to 21 demonstrate the 
ANN classifier’s efficiency in detecting probable NSA regions.

 accuracy
TP TN

TP TN FP FN
=

+
+ + +

 (17)

 specificity
TN

TN FP
=

+
 (18)

Figure 8. Predicted NSA regions of two different images using ANN after morphological operations. (a) Original image showing the 
ground truth (marked in yellow) annotated by the experts. (b) Illustrates the predicted outputs (marked red) from the ANN. For 
interpretation of the references to colors in this figure legend, refer to the online version of this article.

Table 2. Confusion Matrix from ANN.

Before morphological operations After morphological operations

Predicted class non-NSA 6975259 9451 Predicted class Non-NSA 7002296 12106
98.42% (TN) 0.13% (FN) 98.79% (TN) 0.17% (FN)

NSA 65264 36823 NSA 38227 35241
0.92% (FP) 0.52% (TP) 0.54% (FP) 0.497% (TP)
Non-NSA NSA Non-NSA NSA

 Actual class Actual class
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 sensitivity
TP

TP FN
=

+
 (19)

 F score
TP

TP FP FN
=

+ +
2

2

*

*
 (20)

 IOU
TP

TP FN FP
=

+ +
 (21)

As visible from the results of the predictions, although the 
ANN detects the NSA with decent accuracy, the number of 
false positives is high. Though morphological opening and 
closing operations were used to fill the holes in the larger 
regions to reduce false positives, but it resulted in an increase of 
false negatives, which further reduced the sensitivity by 0.0574.

From the reconstructed predictions from the ANN, the 
following observations were made:

•• The true NSAs resemble a distorted ellipse while the 
false NSAs had haphazard shapes and boundary struc-
tures as shown in Figure 9(a).

•• The true NSAs were farther from the boundaries (refer 
to the Figure 9(a)) of the breast as compared to false 
NSAs.

•• The true NSAs were larger as compared to the false 
NSAs.

NSA-Classification

Thus, in order to identify the true NSAs out of the predicted 
probable NSAs, we manually separate the predicted contours 
of the nipple (NSA) and non-nipple region (non-NSA) and 
the contour features were extracted for each of them to train 
the classifier. They are as follows:

Fractal dimensions. The NSA contours are generally circular 
or oval-shaped and thus display a lower degree of shape 
complexity. Therefore, Fractal Dimensions were used to 
assess the complexity of the contours of the predicted NSA 
regions. For each predicted NSA contour P, the shape com-
plexity was calculated using the method proposed by Man-
delbrot.35 Recently Zhuang et al.36 have also used Fractal 
Dimensions for segmentation and classification. To measure 
the shape complexity of the contour, the radius r in the range 
2 to 8 pixels was taken and the circles were drawn along the 

periphery of the predicted NSA as depicted in Figure 9(b) to 
(e). For each P, the number of circles, L(r) drawn was calcu-
lated and then plotted on a log-log scale with r on the X-axis 
and L(r) on the Y-axis as shown in Figure 9(f). A least square 
error best-fit line was then drawn on the resulting points and 
the slope of the line α was calculated. The r and L(r) values 
for one of the contours are given in Table 4 and the relation 
between the radius r and the number of circles drawn is pre-
sented below.

 ( ) ( )L r ri
P

i
P

j i
P

= = = =( ) = +1 1 2
8

1α β  (22)

Where P denotes the contours of the probable NSA regions 
predicted by the ANN, r represents the different radius of the 
circles drawn around P, L(r) represents the total number of 
circles obtained for each r; and α�andβ  signify the fractal 
dimensions and the fractal length respectively. Also i and j 
represent the indices denote the indices associated with the 
contours of the probable NSA regions and radius r respec-
tively. In general, the complex shapes have larger α  values 
as stated by Okubo and Aki.37

Since there are many predicted contours for each image, 
few contours of NSA appear to be contours of non-NSA and 
vice versa, thus we calculate the mean and standard devia-
tion of fractal dimension, αmean and αstd for NSA and non-
NSA to reduce the error in discrimination using equations 
(23) and (24) respectively.

 
α

α
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i
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= =∑ 1  (23)
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=∑ −

1

2( )  (24)

Edge distance. Due to the fact that the true NSAs are farther 
from the breast boundary as compared to non-NSAs, the cen-
troid of each contour present in NSA and non-NSA is calcu-
lated using eqs. (3) and (4). Then the shortest distance δ 
between the breast boundaries and the centroids is calcu-
lated. Similar to αmean and αstd, δmean, and δstd were calculated 
for the contours of the same image.

Contour area. Like the fractal dimension and edge distance, 
the contour area is also significant in discriminating between 

Table 3. Performance Measures for Predictions from ANN.

Before morphological operations After morphological operations

Accuracy 0.9895 0.9929
Specificity 0.9907 0.9946
Sensitivity 0.7958 0.7384
F score 0.4964 0.5759
IOU 0.3301 0.4043
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the true NSA and non-NSAs.The area of each contour λ was 
calculated using Green’s formula,38 by considering the num-
ber of pixels enclosed withinthecontour.Thus from the con-
tour, features are extracted and a feature vector XCi is created 
for each contour Pi present inNSA and non-NSAs of the 
training image.

 
X P P P P

P P P

Ci i mean i std i i

mean i std i i

= ( ) ( ) ( )
( ) ( )

[ ( ), , , ,

, ,

α α α δ

δ δ λ(( )]  (25)

The feature vector is presented to the Support Vector Machine 
(SVM) classifier to classify NSA and non-NSA contours. 
SVM classifier was selected as it (a) performs well on the 

data even with lesser number of samples considered for the 
training the model, (b) has a robust regularization character-
istics that overcome the problem of overfitting and (c) can 
model the nonlinear classification by using an appropriate 
kernel that transforms the data from low dimensional space 
into to higher-dimensional space.

Since the work considered needs to identify the true NSAs 
out of the predicted probable NSAs, RBF kernel in SVM was 
appropriate. The probable NSA regions predicted by the 
training dataset of ANN were used to train the SVM. From 
our analysis on an average the 12 NSA regions (includes 
both true and false) were predicted per BUS image. However, 
since the number of true NSA were less, data augmentation 
techniques involving four affine transformations such as 
shift along vertical axis and horizontal axis, shear transfor-
mation and flipping about the horizontal plain were employed 
to increase the number of true NSA regions to balance the 
dataset. The number of true NSAs were expanded to a total 

Table 4. r and L(r) Contour Length Plotted in Figure 9(f).

r 2 3 4 5 6 7 8
L(r) 29 18 14 10 8 7 6

Figure 9. (a) Original image with two contours. (b) Circles with radius r = 2. (c) r = 3. (d) r = 4. (e) r = 5. (f) Best fit for data in Table 4 
(From the graph α = –1.1454).
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of 56 regions after data augmentation. Thus, 56 NSA regions1 
and 154 non-NSA2 regions were available as the training set, 
from which we manually separated the predicted contours of 
the nipple (NSAs) and non-nipple (non-NSAs). Accordingly, 
these contours that were selected formed a balanced dataset 
for training the SVM classifier.

During training, the regularisation (C) and the kernel (γ) 
parameters were varied between 0.1 and 10 under 100 itera-
tions to tune the classifier model avoiding the consequences 
of over and underfitting. Accordingly, the optimized model 
was obtained for C = 1 and γ = 0.5 and provided an accu-
racy of 98% on the training set. Later, the trained SVM 
model was then validated on the 185 probable NSA regions 
of the testing data set and their corresponding performance 
metrics are presented in the next section. The results of clas-
sification of true NSA regions from a set of probable NSA 
regions predicted using ANN for 2 different patients is 
shown in Figure 10.

Results

Further, the performance of the model was evaluated on the 
pixels in the probable NSA regions using confusion matrix 
and Receiver Operating Characteristics (ROC). The pixels in 
the regions, whose contours were classified as true NSA con-
tours by the SVM were considered as true NSA pixels. The 
confusion matrix and performance metrics for these pixels 
on the test data are given in Tables 5 and 6 respectively.

The ROC obtained for the predicted true NSAs on the test 
data is displayed in Figure 11. From the curve, the perfor-
mance metric Area under the curve (AUC) is computed 
which was found to be 0.9001. The value of the AUC indi-
cates the better accuracy of the model.

Discussion

A comparison of our method to (a) Active Contours (b) Local 
Graphcut and (c) K means clustering techniques shows that he 

Figure 10. Scans of two different patients at different phases of the algorithm. Row1—Original image along with the ground truth, 
Row2—probable NSAs predicted by ANN and Row3—True NSAs predicted by SVM.
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first two methods are semi-automatic. That is, for these tech-
niques, a region of interest had to be marked manually and the 
NSA regions could be segmented. In the case of Active con-
tours, the seed point was marked within the NSA and the 
region-based active contour method proposed by Chan and 
Vese39 was used for segmentation. In the case of Local 
Graphcut method,40 a six-sided polygon was chosen around 
the NSA region as the initialization ROI for the algorithm. The 
resulting segmentation output along with the selected ROI is 
shown in Figure 12(c1–c3). Finally, the segmented results of 
the k means41 are presented in Figure 12(d1–d3). Here the 
number of clusters k was chosen as 2 (NSA and non—NSA) 
and resulting clusters were post-processed using morphologi-
cal operators to obtain the NSA regions.

When qualitatively compared to the ground truths using 
the Disc Similarity Coefficient (DSC) (equation (24)) index, 

the segmentation results presented scores of 0.8045, 0.8286, 
and 0.8539 for the Active Contours, Local Graphcut and the 
proposed technique respectively. Though the results of 
Active Contours and Local graph cut methods are compara-
ble to ground truths, the final segmentation results depend on 
initialization and the number of iterations. K means, though 
it automatically predicts the NSA regions, fails due to a large 
number of false positives and hence presents poor DSC 
results. Therefore, the proposed two-step procedure of first 
finding probable NSA regions through shape and texture fea-
tures and then classifying the extracted regions using shape 
complexity, edge distance and area presents better qualitative 
and quantitative results as shown in Figure 12(e1–e3).

DSC is calculated as,

 DSC =
∩

+

2 | |

| | | |

G P

G P
 (26)

where; G is manually annotated ground truth by the expert w 
and P is the predicted segmentation. Higher DSC values con-
firm that segmentation results are identical to the ground 
truths. Finally Table 7 presents a concise comparison between 
our proposed method and various techniques mentioned 
in.39-41

Conclusion

The paper presents a CADe system to locate the Nipple 
Shadow Area (NSA) from Automated Whole Breast ultra-
sound (AWBUS) scans, which are used as a reference point 
to detect the position of any suspected breast lesions. For 
accurate NSA detection, it is required to reduce false detec-
tion by employing efficient segmentation methods. Thus the 
proposed technique utilizes the shape and texture features of 
NSA extracted using the Hu moments and GLCM through an 
iterative sliding window to train ANN for detecting the prob-
able NSAs. Later, the true NSAs are identified from the pre-
dicted probable NSAs using SVM adopting the contour 
features: fractal dimension, edge detection, and contour area.

The proposed methodology was tested on the AWBUS 
dataset provided by the First Affiliated Hospital of Shantou 
University. Also, since the algorithm was tested on individ-
ual AWBUS coronal slices which are 2D, therefore could be 
employed to segment NSA region from BUS images obtained 
from other ultrasound instruments. Furthermore, the extrac-
tion of coronal planes (2D) by stacking sagittal slices helps 
in viewing the nipple region as a circular disk, thereby aiding 
segmentation through shape and intensity features.

From the experimental results, it is evident that SVM 
based classification of NSA from the contour predicted by 
ANN using the Hu moment and GLCM values gives better 
segmentation accuracy, and it also outperforms other similar 
techniques in various metrics, which can contribute to the 
design of better health care systems.

Table 5. Confusion Matrix of Predicted True NSAs ON TEST 
DATA.

Predicted class Non-NSA 115538 (TN) 12106 (FN)
61.62% 6.45%

NSA 2894 (FP) 56951 (TP)
1.54% 30.37%

 Non-NSA NSA
 Actual class

Table 6. Performance Metrics After Contour Classification on 
TEST data.

F-score 0.88
Specificity 0.9755
Sensitivity 0.8246
IOU 0.7915
Accuracy 0.9199

Figure 11. ROC of the predicted true NSA regions on the test 
data.
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Figure 12. Comparison with different segmentation techniques; Row 1: Original image along with annotations and ground truths 
shown in Figure 12(a1–a3) respectively. Row 2: Segmentation output obtained using the Active Contours method: Figure 12(b1) 
illustrates the initialization. Figure 12(b2) denotes the overlaid contour and Figure 12(b3) illustrates the segmented output. Row 3: 
segmentation output from the Local Graph cut method. Figure 12(c1) denotes the initialization ROI, followed by overlaid segmentation 
contour and the final segmentation output in Figure 12(c2) and (c3) respectively. Row 4: Presents segmentation results from K mean 
clustering technique along with the segmented contours and results in Figure 12(d2) and (d3) respectively. Row 5: illustrates the 
segmentation outputs from the proposed technique where Figure 12(e1) illustrates the probable NSA regions from the ANN followed 
by the final output obtained from the trained SVM classifier in Figures 12(e3) and (e2) respectively.
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Notes

1. True NSA region (1 per image) was manually annotated and 4 
transformations were applied to the training set comprising of 
14 images.

2. For the Non-NSA regions, no data augmentation was used but 
was manually annotated and used for training the SVM.
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ABSTRACT
Currently, the new coronavirus disease (COVID-19) is one of the biggest health
crises threatening the world. Automatic detection from computed tomography (CT)
scans is a classic method to detect lung infection, but it faces problems such as
high variations in intensity, indistinct edges near lung infected region and noise due
to data acquisition process. Therefore, this article proposes a new COVID-19
pulmonary infection segmentation depth network referred as the Attention
Gate-Dense Network- Improved Dilation Convolution-UNET (ADID-UNET).
The dense network replaces convolution and maximum pooling function to enhance
feature propagation and solves gradient disappearance problem. An improved
dilation convolution is used to increase the receptive field of the encoder output to
further obtain more edge features from the small infected regions. The integration of
attention gate into the model suppresses the background and improves prediction
accuracy. The experimental results show that the ADID-UNET model can accurately
segment COVID-19 lung infected areas, with performance measures greater than
80% for metrics like Accuracy, Specificity and Dice Coefficient (DC). Further when
compared to other state-of-the-art architectures, the proposed model showed
excellent segmentation effects with a high DC and F1 score of 0.8031 and 0.82
respectively.

Subjects Human-Computer Interaction, Artificial Intelligence, Computer Aided Design,
Computer Vision
Keywords COVID-19 pulmonary infection, Dense network, Attention gate, Improved dilation
convolution, UNET, Lung CT segmentation

INTRODUCTION
COVID-19 has caused a worldwide health crisis. The World Health Organization (WHO)
announced COVID-19 as a pandemic on March 11, 2020. The clinical manifestations
of COVID-19 range from influenza-like symptoms to respiratory failure (i.e., diffuse
alveolar injury) and its treatment requires advanced respiratory assistance and artificial
ventilation. According to the global case statistics from the Center for Systems Science
and Engineering (CSSE) of Johns Hopkins University (JHU) (Wang et al., 2020a)
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(updated August 30, 2020), 24,824,247 confirmed COVID-19 cases, including 836,615
deaths, have been reported so far with pronounced effect in more than 180 countries.
COVID-19 can be detected and screened by Reverse Transcription Polymerase Chain
Reaction (RT-PCR). However, the shortage of equipment and the strict requirements on
the detection environment limit the rapid and accurate screening of suspected cases.
Moreover, the sensitivity of RT-PCR is not high enough, resulting in a large number of
false-negatives (Ai et al., 2020), which presents early detection and treatment of patients
with presumed COVID-19 (Fang et al., 2020). As an important supplement to RT-PCR,
CT scans clearly describe the characteristic lung manifestations related to COVID-19
(Chung et al., 2020), the early Ground Glass Opacity (GGO), and late lung consolidation
are shown in Fig. 1. Nevertheless, CT scans also show imaging features that are similar
to other types of pneumonia, making it difficult to differentiate them. Moreover, the
manual depiction of lung infection is a tedious and time-consuming job, which is often
influenced by personal bias and clinical experience.

In recent years, deep learning has been gaining popularity in the field of medical
imaging due to it’s intelligent and efficient feature extraction ability (Kong et al., 2019;
Ye, Gao & Yin, 2019), and has achieved great success. An earliest classic example is the
application of deep learning to children’s chest X-rays to detect and distinguish bacterial
and viral pneumonia (Kermany et al., 2018; Rajaraman et al., 2018). Also using deep
learning methods have been applied to detect various imaging features of chest CT images
(Depeursinge et al., 2015; Anthimopoulos et al., 2016). Recently, researchers proposed
to detect COVID-19 infections in patients by radiation imaging combined with deep
learning technology. Li et al. (2020) proposed a simple Cov-Net deep learning network in
combination with a deep learning algorithm, which was used to distinguish COVID-19
and Community-Acquired Pneumonia (CAP) from chest CT scans.Wang &Wong (2020)
proposed Covid-Net to detect COVID-19 cases from chest X-ray images, with an accuracy
rate of 93.3%. The infection probability of COVID-19 Xu et al. (2020) was calculated
from CT scans by adopting a position-oriented attention model that presented accuracy
close to 87%. However, the above models rarely involved the segmentation of COVID-19
infection (Chaganti et al., 2020; Shan et al., 2020). The challenges involved in segmentation

Figure 1 (A) and (C) represent the CT images and (B) and (D) correspond to the COVID-19 infected
areas in CT axial section. Here the blue and yellow masks represent the Ground Glass Opacity(GGO)
and the late lung consolidation segments respectively. The images were obtained from (MedSeg, 2020).

Full-size DOI: 10.7717/peerj-cs.349/fig-1
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include: (a) variations in texture, size, and position of the infected areas in CT scans.
For example, some infection areas are small, which easily lead to a high probability of false
negatives in CT scans. (b) The boundary of GGO is usually of low contrast and fuzzy in
appearance, which makes it difficult to distinguish from the healthy regions during the
segmentation process. (c) The noise around the infected area is high, which greatly affects the
segmentation accuracy and (d) finally the cost and time consumed in obtaining high-quality
pixel-level annotation of lung infection in CT scans is high. Therefore, most of the
COVID-19 CT scan datasets are focused on diagnosis, and only a few of them provide
segmentation labels. However, with the passage of time, the annotated datasets for the
segmentation of COVID-19 pulmonary infection were released but due to a lesser amount of
data, the phenomenon of overfitting could cause problems while training thus necessitating
the need for more segmentation datasets and better algorithms for accurate results.

Therefore, to address the challenges stated above, we propose a new deep learning
network called Attention Gate-Dense Network- Improved Dilation Convolution-UNET
(ADID-UNET) for the segmentation of COVID-19 from lung infection CT scans.
Experimental results on a publicly available dataset illustrate that the proposed model
presents reliable segmentation results that are comparable to the ground truths annotated
by experts. Also, in terms of performance, the proposed model surpasses other state-of-
the-art segmentation models, both qualitatively and quantitatively.

Our contributions in this paper are as follows:

1. To address the problem that the gradient disappearance in the deep learning network
pose, we employ a dense network (Huang et al., 2017) instead of a traditional convolution
and max-pooling operations. The dense network extracts dense features and enhances
feature propagation through the model. Moreover, the training parameters of the dense
network are less, which reduces the size and the computational cost.

2. To increase the size of the respective field and to compensate for the problems due to
blurry edges, an improved dilation convolution (IDC) module is used to connect the
encoder and decoder pipelines. The IDC model increases the receptive field of the
predicted region providing more edge information, which enhances the edge
recognition ability of the model.

3. Since the edge contrast of GGO is very low, we use the attention gate (AG) instead of
simple cropping and copying. This further improves the accuracy of the model to detect
the infection areas by learning the characteristics of the infected regions.

4. Due to the limited number of COVID-19 segmented datasets with segmentation labels,
which is less than the minimum number of samples required for training a complex
model, we employ data augmentation techniques and expand the dataset on the basis of
the collected public datasets.

The rest of the paper is organized as follows: “Related Work” describes the work related
to the proposed model. “Methods” introduces the basic structure of ADID-UNET.
Details of the dataset, experimental results and discussion are dealt with in “Experimence
Results”. Finally, “Conclusion” presents the conclusion.
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RELATED WORK
ADID-UNET model proposed in this paper is based on UNET (Ronneberger, Fischer &
Brox, 2015) architecture and therefore, we will discuss the literature related to our work
which includes: deep learning and medical image segmentation, improvement of
medical image segmentation algorithms, CT scan segmentation, and application of deep
learning in segmentation of COVID-19 lesions from lung CT scans.

Deep learning and medical image segmentation
In recent years, deep learning algorithms have become more mature leading to various
artificial intelligence (AI) systems based on deep learning algorithms being developed.
Also, semantic segmentation using deep learning algorithms (Oktay et al., 2018) has
developed rapidly with applications in both natural and medical images. Long, Shelhamer &
Darrell (2015) pioneered the use of a fully connected CNN (FCN) to present rough
segmentation outputs that were of the input resolution through fractionally strided
convolution process also referred as the upsampling or deconvolution. The model was
tested on PASCAL VOC, NYUDv2, and SIFT datasets and, presented a Mean
Intersection of Union (M-IOU) of 62.7%, 34%, 39.5%, respectively. They also reported
that upsampling, part of the in-network, was fast, accurate, and provided dense
segmentation predictions. Later through a series of improvements and extensions to
FCN (Ronneberger, Fischer & Brox, 2015; Badrinarayanan, Kendall & Cipolla, 2017;
Xu et al., 2018), a symmetrical structure composed of encoder and decoder pipelines,
called UNET (Ronneberger, Fischer & Brox, 2015), was proposed for biomedical or
medical image segmentation. The encoder structure predicted the segmentation area,
and then the decoder recovered the resolution and achieved accurate spatial positioning.
Also, the UNET used crop and copy operations for the precise segmentation of the lesions.
Further, the model achieved good segmentation performance at the International
Symposium on Biomedical Imaging (ISBI) challenge (Cardona et al., 2010) with the M-IOU
of 0.9203. Moreover, an improved network referred as the SegNet was proposed by
Badrinarayanan, Kendall & Cipolla (2017). The model used the first 13 convolution layers of
the VGG16 network (Karen & Andrew, 2014) to form an encoder to extract features and
predict segmentation regions. Later by using a combination of convolution layers, unpooling
and softmax activation function in the decoder, segmentation outputs of input resolution
were obtained. When tested with the CamVid dataset (Brostow, Fauqueur & Cipolla, 2009),
the M-IOU index of SegNet was nearly 10% higher than that of FCN (Long, Shelhamer &
Darrell, 2015). Xu et al. (2018) regarded segmentation as a classification problem in
which each pixel was associated with a class label and designed a CNN network composed of
three layers of convolution and pooling, a fully connected layer (FC) and softmax function.
The model of successfully segmented three-dimensional breast ultrasound (BUS) image
datasets was presented into four parts: skin, fibroglandular tissue, mass, and fatty tissue and
achieved a recall rate of 88.9%, an accuracy of 90.1%, precision of 80.3% and F1 score of
0.844. According to the aforementioned literature, FCN (Long, Shelhamer & Darrell, 2015)
and their improved variants presented accurate segmentation results for both natural or
medical images. Therefore, the UNET and variants (Almajalid et al., 2019; Negi et al., 2020),
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due to its advantages of fast training and high segmentation accuracy are widely used in the
field of medical image segmentation.

Improvement of medical image segmentation algorithms
Medical images such as the ultrasound images are generally prone to speckle noise, uneven
intensity distribution, and low contrast between the lesions and the backgrounds which
affect the segmentation ability of the traditional UNET (Ronneberger, Fischer & Brox, 2015)
structure. Therefore, considerable efforts were invested in improving the architecture. Xia &
Kulis (2017) proposed a fully unsupervised deep learning network called W-Net model
that connects two UNETs to predict and reconstruct the segmentation results. Schlemper
et al. (2019) proposed an attention UNET network, which integrated attention modules into
the UNET (Ronneberger, Fischer & Brox, 2015) model to achieve spatial positioning and
subsequent segmentation. The model presented a segmentation accuracy of 15% higher than
the traditional UNET architecture. Zhuang et al. (2019a) combined the goodness of the
attention gate system and the dilation convolution module and proposed a hybrid
architecture referred as the RDA-UNET. By introducing residual network (He et al., 2016)
instead of traditional convolution layers they reported a segmentation accuracy of 97.91%
towards the extraction of lesions in breast ultrasound images. Also, the GRA-UNET
(Zhuang et al., 2019b) model included a group convolution module in-between the
encoder and decoder pipelines to improve the segmentation of the nipple region in
breast ultrasound images. Therefore, from the literature, it can be inferred that
introducing additional modules like attention gate instead of traditional cropping and
copying, inclusion of dilation convolution to increase the receptive fields and use of
residual networks can favorably improve the accuracy of the segmentation model.
However, these successful segmentation models (Schlemper et al., 2019; Zhuang et al.,
2019a; Xia & Kulis, 2017) were rarely tested with CT scans, hence the next section
concentrates on the segmentation of CT scans.

CT scan segmentation
CT imaging is a commonly used technology in the diagnosis of lung diseases since lesions
can be segmented more intuitively from the chest CT scans. The segmented lesion aid
the specialist in the diagnosis and quantification of the lung diseases (Gordaliza et al.,
2018). In recent years, most of the classifier models and algorithms based on feature
extraction have achieved good segmentation results in chest CT scans. Ye et al. (2009)
proposed a shape-based Computer-Aided Detection (CAD) method where a 3D adaptive
fuzzy threshold segmentation method combined with chain code was used to estimate
infected regions in lung CT scans. In feature-based techniques, due to the low contrast
between nodules and backgrounds, the boundary discrimination is unclear leading to
inaccurate segmentation results. Therefore, many segmentation techniques based on
deep learning algorithms have been proposed. Wang et al. (2017) developed a central
focusing convolutional neural network for segmenting pulmonary nodules from
heterogeneous CT scans. Jue et al. (2018) designed two deep networks (an incremental and
dense multiple resolution residually connected network) to segment lung tumors from
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CT scans by adding multiple residual flows with different resolutions. Guofeng et al. (2018)
proposed a UNET model to segment pulmonary nodules in CT scans which improved
the overall segmentation output through the avoidance of overfitting. Compared with
other segmentation algorithms such as graph-cut (Ye, Beddoe & Slabaugh, 2009), their
model had better segmentation results with a Dice coefficient of 0.73. Recently, Peng et al.
(2020) proposed an automatic CT lung boundary segmentation method, called Pixel-based
Two-Scan Connected Component Labeling-Convex Hull-Closed Principal Curve
method (PSCCL-CH-CPC). The model included the following: (a) the image preprocessing
step to extract the coarse lung contour and (b) coarse to finer segmentation algorithm
based on the improved principal curve and machine learning model. The model presented
good segmentation results with Dice coefficient as high as 96.9%. Agarwal et al. (2020)
proposed a weakly supervised lesion segmentation method for CT scans based on an
attention-based co-segmentation model (Mukherjee, Lall & Lattupally, 2018). The encoder
structure composed of a variety of CNN architectures that includes VGG-16 (Karen &
Andrew, 2014), Res-Net101 (He et al., 2016), and an attention gate module between the
encoder-decoder pipeline, while decoder composed of upsampling operation. The
proposed method first generated the initial lesion areas from the Response Evaluation
Criteria in Solid Tumors (RECIST) measurements and then used co-segmentation to
learn more discriminative features and refine the initial areas. The paper reported a Dice
coefficient of 89.8%. The above literatures suggest that deep learning techniques are
effective in segmenting lesions in lung CT scans and many researchers have proposed
different deep learning architectures to deal with COVID-19 CT scans. Therefore, in the
next section we will further study their related works.

Application of deep learning in segmentation of COVID-19 lesions from
lung CT scans
In recent months, COVID-19 has become a hot topic of concern all over the world and
CT imaging is considered to be a convincing method to detect COVID-19. However,
due to the limited datasets and the time and labor involved in annotations, segmentation
datasets related to COVID-19 CT scans are less readily available. But, many researchers
have still proposed advanced methods to deal with COVID-19 diagnosis, which also
includes segmentation techniques (Fan et al., 2020; Wang et al., 2020b; Yan et al., 2020;
Zhou, Canu & Ruan, 2020; Elharrouss et al., 2020; Chen, Yao & Zhang, 2020). On the
premise of insufficient datasets with segmentation labels, the Inf-Net network proposed by
Fan et al. (2020), combined a semi-supervised learning model and FCN8s network
(Long, Shelhamer & Darrell, 2015) with implicit reverse attention and explicit edge
attention mechanism to improve the recognition rate of infected areas. The model
successfully segmented COVID-19 infected areas from CT scans and reported a sensitivity
and accuracy of 72.5% and 96.0%, respectively. Elharrouss et al. (2020) proposed an
encoder-decoder-based CNN method for COVID-19 lung infection segmentation based
on a multi-task deep-learning based method, which overcame the shortage of labeled
datasets, and segmented lung infected regions with a high sensitivity of 71.1%.Wang et al.
(2020b) proposed a noise-robust COVID-19 pneumonia lesions segmentation network
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which included a noise-robust dice loss function along with convolution function, residual
network, and Atrous Spatial Pyramid Pooling (ASPP) module. The model was referred as
Cople-Net presented automatic segmentation of COVID-19 pneumonia lesions from
CT scans. The method proved that the proposed new loss function was better than the
existing noise-robust loss functions such as Mean absolute error (MAE) loss (Ghosh,
Kumar & Sastry, 2017) and Generalized Cross-Entropy (GCE) loss (Zhang & Sabuncu,
2018) and achieved a Dice coefficient and Relative Volume Error (RVE) of 80.72% and
15.96%, respectively. Yan et al. (2020) employed an encoder-decoder deep CNN structure
composed of convolution function, Feature Variation (FV) module (mainly contains
convolution, pooling, and sigmoid function), Progressive Atrous Spatial Pyramid Pool
(PASPP) module (including convolution, dilation convolution, and addition operation)
and softmax function. The convolution function obtained features, FV block enhanced the
feature representation ability and the PASPP was used between encoder and decoder
pipelines compensated for the various morphologies of the infected regions. The model
achieved a good segmentation performance with a Dice coefficient of 0.726 and a
sensitivity of 0.751 when tested on the COVID-19 lung CT scan datasets. Zhou, Canu &
Ruan (2020) proposed an encoder-decoder structure based UNET model for the
segmentation of the COVID-19 lung CT scan. The encoder structure was used to extract
features and predict rough lesion areas which composed convolution function and Res-dil
block (combines residual block (He et al., 2016) and dilation convolution module).
The decoder pipeline was used to restore the resolution of the segmented regions through
the upsampling and the attention mechanism between the encoder-decoder framework to
capture rich contextual relationships for better feature learning. The proposed method
can achieve an accurate and rapid segmentation on COVID-19 lung CT scans with a Dice
coefficient, sensitivity, and specificity of 69.1%, 81.1%, and 97.2%, respectively. Further,
Chen, Yao & Zhang (2020) proposed a residual attention UNET for automated multi-class
segmentation of COVID-19 lung CT scans, which used residual blocks to replace
traditional convolutions and upsampling functions to learn robust features. Again, a soft
attention mechanism was applied to improve the feature learning capability of the model
to segment infected regions of COVID-19. The proposed model demonstrates a good
performance with a segmentation accuracy of 0.89 for lesions in COVID-19 lung CT scans.
Therefore, the deep learning algorithms are helpful in segmenting the infected regions
from COVID-19 lung CT scans which aid the clinicians to evaluate the severity of infection
(Tang et al., 2020), large-scale screening of COVID-19 cases (Shi et al., 2020) and
quantification of the lung infection (Ye et al., 2020). Table 1 summarizes the deep learning-
based segmentation techniques available for COVID-19 lung infections.

METHODS
In this section, we first introduce the proposed ADID-UNET network with detailed
discussion on the core network components including dense network, improved dilation
convolution, and attention gate system. To present realistic comparisons, experimental
results are presented at each subsection to illustrate the performance and superiority of the

Joseph Raj et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.349 7/34

http://dx.doi.org/10.7717/peerj-cs.349
https://peerj.com/computer-science/


model after adding core components. Further in “Experimence Results” we have presented
a summary of the % improvements achieved when compared to the traditional UNET
architecture.

ADID-UNET architecture
ADID-UNET is based on UNET (Ronneberger, Fischer & Brox, 2015) architecture with the
following improvements: (a) The dense network proposed by Huang et al. (2017) is used
in addition to the convolution modules of encoder and decoder structures, (b) an
improved dilation convolution (IDC) is introduced between the frameworks, and (c) the
attention gate (AG) system is used instead of the simple cropping and copying operations.
The structure of ADID-UNET is shown in Fig. 2. Here fen, fupn, fidc describe the
features at the n-th layer of the encoder, decoder, and IDC modules, respectively.

When COVID-19 CT scans are presented to the encoder, the first four layers (each layer
has convolutions, rectification, and max pooling functions) extract features (f1–f4) that are
passed to dense networks. Here dense networks are used instead of convolution and
max-pooling layers to further enhance the features (f5–f6) and in “Dense Network”, we
elaborate the need for the dense network and present experimental results to prove its
significance. Next, an improved dilation convolution module referred as the IDC model, is
used between the encoder–decoder structure to increase the receptive field and gather
detailed edge information that assists in extracting the characteristic. The module accepts
the feature f6 from the dense networks and after improvement, present fidc them as inputs
to the decoder structure. To ensure consistency in the architecture and to avoid losing
information, the decoder mirrors the encoder with two dense networks that replace the

Table 1 The summary of various deep learning algorithms for COVID-19 lung CT scans and the segmentation results. RVE, ACC, DC, Sen, Sp
and F1 represent relative volume error, accuracy, Dice coefficient, sensitivity, specificity and F1 score, respectively.

Literature Data Type Dataset Technique Segmentation results

Fan et al. (2020) CT Scan 100 CT images Semi supervised CNN 73.9% (DC)

FCN8s network 96.0% (Sp)

Wang et al. (2020b) CT Scan 558 CT images Residual connection 80.7% (DC)

CNN 16.0% (RVE)

Yan et al. (2020) CT Scan 21,658 CT images Deep CNN 72.6% (DC)

75.1% (Sen)

Zhou, Canu & Ruan (2020) CT Scan 100 CT images Attention mechanism 69.1% (DC)

Res-Net, dilation convolution 81.1% (Sen)

Elharrouss et al. (2020) CT Scan 100 CT images Encoder-decoder-based CNN 78.6% (Dice)

71.1% (Sen)

Chen, Yao & Zhang (2020) CT Scan 110 CT images Encoder-decoder-based CNN 83.0% (DC)

89.0% (ACC)

Xu et al. (2020) CT Scan 110 CT images CNN 86.7% (ACC)

83.9% (F1)

Shuai et al. (2020) CT Scan 670 CT images CNN 73.1% (ACC)

67.0% (Sp)
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first two upsampling operations. Further for the better use of the context information
between the encoder-decoder pipeline, the AG model is used instead of cropping and
copying operations, which aggregates the corresponding layer-wise encoder features with
the decoder and presents it to the subsequent upsampling layers. Likewise, the decoder
framework presents upsampled features fup1 to fup6 and final feature map (fup6) is presented
to the sigmoid activation function to predict and segment the COVID-19 lung infected
regions. The following section explains the components of ADID-UNET in detail.

Figure 2 The structure of the ADID-UNET network. The blue, purple, black and orange arrows
represent transfer function, convolution function with 1�1 convolution kernel and sigmoid function,
upsampling function, convolution function with 3�3 convolution kernel and RELU function, respec-
tively. The triangle represents the attention gate system. The orange, purple, blue and black dotted boxes
represent the dense network, concatenate function, dilation convolution and improved dilation con-
volution, respectively. The curved black arrows within the orange rectangle indicate the dense block.
The C within the circle represents concatenate function. The gray, orange, green, black, purple and blue
squares represent convolution function, maximum pooling function, improved void convolution layer,
attention gate layer, upsampling layer and transition layer, respectively, and describe the features at
n-th layer of the encoder, decoder and IDC module, respectively.

Full-size DOI: 10.7717/peerj-cs.349/fig-2
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Dense network
It was presumed that with the increase of network layers, the learning ability of the
network will gradually improve, but during the training, for deep networks, the gradient
information that is helpful for the generalization may disappear or expand excessively.
In literature, the problem is referred as vanishing or explosion of the gradient. As the
network begins to converge, due to the disappearance of the gradient the network
saturates, resulting in a sharp decline in network performance. Therefore, Zhuang et al.
(2019a) introduced residual units proposed by He et al. (2016) into UNET structure to
avoid performance degradation during training. The residual learning correction scheme
to avoid performance degradation is described in (1):

y ¼ G x; Fif gð Þ þ x (1)

Here x and y are the input and output vectors of the residual block, Fi is the weight of the
corresponding layer. The function G x; Fif gð Þ is a residue when added to x, avoids
vanishing gradient problems, and enables efficient learning.

From (1) the summation of G x; Fif gð Þ and x in Res-Net (He et al., 2016) avoids the
vanishing gradient problems but forwarding the gradient information alone to the
proceeding layers may hinder the information flow in the network and the recent work by
Huang et al. (2016) illustrated that of Res-Nets discard features randomly during training.
Moreover, Res-Nets include large number of parameters, which increases the training
time. To solve this problem, Huang et al. (2017) proposed a dense network (as shown in
Fig. 3), which directly connects all layers, and thus skillfully obtains all features of the
previous layer without convolution.

The dense network is mainly composed of convolution layers, pooling function,
multiple dense blocks, and transition layers. Let us consider a network with L layers, and
each layer implements a nonlinear transformation Hi. Let x0 represent the input image, i
represents layer i, xi−1 is the output of layer i − 1. Hi can be a composite operation, such as

Figure 3 Schematic diagram of the dense network.Green and purple squares represent the input image
and the output image, respectively. The blue rectangles represent convolution function and pooling
function. The dashed black box represents the dense block and the red and yellow rectangle module
within represent convolution function. The pink trapezoidal clock represents the transition function and
N represents the number of Dense Block and Transition layer is N.

Full-size DOI: 10.7717/peerj-cs.349/fig-3
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batch normalization (BN), rectified linear function (RELU), pooling, or convolution
functions. Generally, the output of traditional network in layer i is as follows:

xi ¼ Hi � xi�1ð Þ (2)

For the residual network, only the identity function from the upper layer is added:

xi ¼ Hi � xi�1ð Þ þ xi�1 (3)

For a dense network, the feature mapping x0, x1,…, xi−1 of all layers before layer i is
directly connected, which is represented by Eq. (4):

xi ¼ Hi � ð½x0; x1; . . . ; xi�1�Þ (4)

where ½x0; x1; . . . ; xi�1� denotes the cascade of characteristic graphs and × represents the
multiplication operation. Figure 4 shows the forward connection mechanism of the dense
network where the output of layers is connected directly to all previous layers.

Generally, a dense network is composed of several dense blocks and transition layers.
Here we only use two dense blocks and transition layers to form simple dense networks.
Using Eq. (5) to express the dense block:

g ¼ að½x0; x1; . . . ; xi�1�;biÞ (5)

where ½x0; x1; . . . ; xi�1� denotes the cascade of characteristic graphs, βi is the weight of the
corresponding layer. In the ADID-UNET model proposed in this paper, the feature f4
(refer to Fig. 2) is fed to the transition layer, which is mainly composed of BN, RELU,
and average pooling operation. Later the feature is batch standardized and rectified before
convolving with a 1 × 1 kernel function. Again, the filtered outputs go through the same
operation and are convoluted with 3 × 3 kernel, before concatenating with the input
feature f4. The detailed structure of the two dense blocks and transition layers used in the
encoder structure is shown in Fig. 5A. Here w, h correspond to the width and height of
the input, respectively, and b represents the number of channels. Besides, s represents
the step size of the pooling operation, n represents the number of filtering operations
performed by each layer. In our model, n takes values 32, 64, 128, 256, and 512.
It should be noted that the output of the first dense layer is the aggregated result of 4

Figure 4 It is more intuitive to understand the forward connection mode of a dense network.
The forward connection model of the Dense Network, illustrating that the output xi includes inputs
from x0, x1,…,xi−1. Full-size DOI: 10.7717/peerj-cs.349/fig-4
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convolution operations (4 × n), which is employed to emphasize the features learning by
reducing the loss of features. In the decoding structure, to restore the resolution of the
predicted segmentation, a traditional upsampling layer of the UNET (Ronneberger,
Fischer & Brox, 2015) is used instead of the transition layer. The detailed structure is shown
in Fig. 5B.

For the proposed network, we use only two dense networks mainly (a) to reduce the
computation costs and (b) experiments with different layers of dense networks suggest that
the use of two dense networks was sufficient since the segmentation results were accurate
and comparable to the ground truth. Figure 6 and Table 2 illustrate the qualitative and
quantitative comparisons with different numbers of dense network in the encoder-decoder
framework.

Figure 5 Dense network for encoder and decoder pipelines. (A) The dense network of the encoder
pipeline. (B) The dense network of the decoder pipeline. Here, w, h, b, s, and n correspond to the width
and height of the input, the number of channels, the step size of the pooling operation, and the number of
filtering operations performed by each layer, respectively. For layers 6, 5, 4, 3, 2, 1, the values of n are 512,
512, 256, 128, 64, and 32, respectively. Full-size DOI: 10.7717/peerj-cs.349/fig-5
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Figure 6 Results of adding different numbers of dense networks. Here (A–C) are the CT scans. For
each row, (D) denotes the ground truth, (E–J) illustrate the segment results from UNET, Num1, Num2,
Num3, Num4 and Res-Net, respectively. Num1∼Num4 denotes the number of dense networks used in
the encoder and decoder pipelines. Res-Net refers to the network where convolution operations are
replaced by the residual network (He et al., 2016). UNET (Ronneberger, Fischer & Brox, 2015) denotes the
traditional architecture without dense network. Full-size DOI: 10.7717/peerj-cs.349/fig-6
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From the analysis of results in Fig. 6 and Table 2, it is found that the effect of using two
dense networks in the model is obvious and can present accurate segments of the infected
areas that can be inferred directly from the qualitative and quantitative metrics.

Moreover, with high accuracy and a good Dice coefficient, the choice of two dense
networks is the best choice in the encoder decoder pipeline. Also, using two dense
networks in place of traditional convolutions or residual networks enable global feature
propagation, encourage feature reuse, and also solve the gradient disappearance problems
associated with deep networks thereby significantly improving the segmentation
outcomes.

Improved dilation convolution
Since the encoder pipeline of the UNET structure is analogous to the traditional CNN
architecture, the pooling operations involved at each layer propagate either the maximum
or the average characteristics of the extracted features, hence connecting the encoder
outputs directly to decoder, thus limiting the segmentation accuracy of the network.
The RDA-UNET proposed by Zhuang et al. (2019a) utilized a dilation convolution (DC)
module between the encoder-decoder pipeline to increase the receptive field and further
learn the boundary information accurately. Also, the DC module is often used in many
variant UNETs (Chen et al., 2019; Yu & Koltun, 2015) to improve the receptive field,
hence, we use the DC module and introduce additional novelty in the DC module.

Equation (6) describes the DC operation between the input image f x; yð Þ and the
kernel g i; jð Þ.

pðx; yÞ ¼ a
X
i;j

f ðx þ i� r; y þ j� rÞ � g i; jð Þ þ k

( )
(6)

where α is the RELU function, k is a bias unit i; jð Þ and x; yð Þ denote the coordinates of
the kernel and those of the input images respectively, and r is the dilation rate that controls
the size of receptive fields. The size of the receptive field obtained can be expressed as
follows:

N ¼ k fsize þ 1ð Þ � r � 1ð Þ þ k fsizeð Þ (7)

Table 2 Quantitative comparisons with respect to ground truth for different dense layers included the UNET (Ronneberger, Fischer & Brox,
2015) and Res-Net (He et al., 2016) architecture. ACC, DC, Sen, Sp, Pc, AUC, F1, Sm, Ea and MAE represent accuracy, Dice coefficient, sensitivity,
specificity, precision, the area under the curve, F1 score, structural metric, enhancement alignment meter and mean absolute error, respectively.

Number of dense network ACC DC Sen Sp Pc AUC F1 Sm Eα MAE

Num1 0.9696 0.7971 0.8011 0.9958 0.8290 0.9513 0.8129 0.8411 0.9315 0.0088

Num2 0.9700 0.8011 0.8096 0.9966 0.8596 0.9492 0.8184 0.8528 0.9394 0.0083

Num3 0.9686 0.7569 0.7546 0.9957 0.8200 0.9334 0.7806 0.8349 0.9379 0.0104

Num4 0.9699 0.7869 0.7579 0.9961 0.8485 0.9495 0.8241 0.8341 0.9348 0.0090

UNET 0.9696 0.7998 0.8052 0.9957 0.8247 0.9347 0.8154 0.8400 0.9390 0.0088

Res-Net 0.9698 0.8002 0.7978 0.9962 0.8344 0.9504 0.8180 0.8415 0.9352 0.0094
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where k_fsize is the convolution kernel size, r is the convolution rate of the dilation and N is
the size of the receptive field. As shown in Fig. 7.

Based on our experimental analysis we understand that DC module has a pronounced
effect in extracting information for larger objects or lesions and considering that most
of the early ground-glass opacity (GGO) or late lung consolidation lesions have smaller
areas, we present an improved dilation convolution (IDC) module between the
encoder–decoder framework to accurately segment smaller regions.

Figure 8 illustrates the IDC module that consists of several convolution functions with
different dilation rates and rectified linear functions (RELU). Our improvements are as
follows: (a) combining single strided convolution operations and dilated convolutions with
dilation rate such as 2, 4, 8, and 16, respectively. The above combination helps in the
extraction of features from both smaller and larger receptive fields thus assisting in the
isolation of the small infected COVID-19 regions seen in lung CT scans and (b) referring
to the idea of the dense network (Huang et al., 2017), we concatenate the input of the
IDC module to its output and use the information of input features to further enhance
feature learning. The input of IDC module is the rough segmentation regions obtained
by encoder structure. The combination of the original segmentation region features

Figure 8 Improved dilation convolution (IDC). The gray, black and green rectangles represent layer 6
features of the encoder, convolution layer and improved dilation convolution layer, respectively. The blue
dotted box indicates the dilation convolution. Blue and orange arrows represent the transfer function and
the convolution function with the convolution kernel of 3�3 and the RELU function, respectively.

Full-size DOI: 10.7717/peerj-cs.349/fig-8

Figure 7 Schematic diagram of dilation convolution. (A) It shows the visual field effect of the classical
3 × 3 convolution kernel, covering 3 × 3 field of view each time (purple part of figure (A)); (B) corre-
sponds to 3 × 3 with r = 2. Though the size of the convolution kernel is still 3 × 3, but the receptive field of
convolution kernel is increased to 7 × 7 (purple and green parts in figure (B)); (C) corresponds to 3 × 3
with r = 3 and a receptive field of 15 × 15. Full-size DOI: 10.7717/peerj-cs.349/fig-7
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and the accurate features extracted by IDC module not only avoids the loss of useful
information, but also provides accurate input for the decoding pipeline, which is conducive
to improve the segmentation accuracy of the model. As the inputs advance (left to right
in Fig. 8), they get convolved with a 3 × 3 kernel of convolution layers and the dilation
rate of IDC is 2, 4, 8, and 16, respectively. From the comparative experiments with the
traditional DC model (the dilation rate is the same for both the models), we find that the
computational cost and computation time required for the IDC module is less than that of
the DC module, as shown in Table 3.

From Fig. 9 and Table 4, it is found that the use of layers with convolution and
smaller dilation rates at the end along with others ensures the cumulative extraction of
features from both smaller and larger receptive fields thus assisting in the isolation of the
small infected COVID-19 regions seen in lung CT scans. Also, the performance scores
specifically the Dice coefficient is higher (about 3%) for DID-UNET compared to
DD-UNET. In summary, the IDC model connected between the encoder–decoder
structure, reduces loss of the original features but additionally expands the field of the
segmented areas thereby improving the overall segmentation effect.

Attention gate
Although the improved dilation convolution improves the feature learning ability of
the network, due to the loss of spatial information in the feature mapping at the end of
the encoder structure, the network has difficulties in reducing false prediction for (a)
small COVID-19 infected regions and (b) areas with blurry edges with poor contrast
between the lesion and background. To solve this problem, we introduce the attention
gate (AG) model shown in Fig. 10 mechanism into our model instead of simple
cropping and copying. AG model computes the attention coefficient r 2 0; 1½ �, based on
Eq. (8):

s ¼ e2 pk pi e1 pn � nþ pm �mþ bm;n
� �� �þ bint

� �þ bk
� �

(8)

e2 xð Þ ¼ 1
1þ exp �xð Þ (9)

where n and m represent the feature mapping of the AG module input from the decoder
and encoder pipelines, respectively. And pm, pn, pi, pk are the convolution kernels of size
1 × 1. bm,n, bint, bk represent the offset unit. ε1 and ε2 denote the RELU and sigmoid
activation function respectively. Here ε2 limits the range between 0 and 1.

Finally, the attention coefficient σ is multiplied by the input feature map fi to present the
output go as shown in Eq. (10):

go ¼ r� fi (10)

From Fig. 11 and Table 5, results showed that the inclusion AG module improved the
performance of the network (ADID-UNET), with segmentation accuracy of almost 97%.
Therefore, by introducing the AG model, the network makes full use of the output
feature information of encoder and decoder, which greatly reduces the probability of
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Figure 9 Experimental results of the improved dilation convolution and the traditional dilation
convolution. Here (A) is the CT scan, (B) is the ground truth, (C–E) are the segment results from
UNET, DD UNET and DID UNET, respectively. Here DID-UNET refers to the inclusion of dense
networks and IDC module. DD-UNET denotes dense networks with traditional dilation convolution
added to the UNET. Full-size DOI: 10.7717/peerj-cs.349/fig-9

Table 3 Comparison results of the number of parameters of the UNET model with dense network incorporating either improved dilation
convolution module (IDC) or dilation convolution module. Here DID-UNET refers to the inclusion of dense networks and IDC module and
DD-UNET denotes dense networks and traditional dilation convolution added to the UNET structure.

Method Total parameters Trainable parameters Non-trainable parameters Train time epoch/(s) Test time (s)

DD-UNET 56,223,034 56,190,272 32,762 145 8

DID-UNET 52,162,362 52,132,416 29,946 135 3

Table 4 The results of comparison indees of the improved dilation convolution experiment and the
traditional dilation convolution experiment.

Method ACC DC Sen Sp Pc AUC F1 Sm Eα MAE

UNET 0.9696 0.7998 0.8052 0.9957 0.8247 0.9347 0.8154 0.8400 0.9390 0.0088

DD-UNET 0.9697 0.7757 0.7402 0.9971 0.8622 0.9214 0.7923 0.8401 0.9312 0.0094

DID-UNET 0.9700 0.8023 0.7987 0.9964 0.8425 0.9549 0.8241 0.8447 0.9374 0.0084
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false prediction of small targets, and effectively improves the sensitivity and accuracy of
the model.

EXPERIMENCE RESULTS
COVID-19 segmentation dataset collection and processing
Organizing a COVID-19 segmentation dataset is time-consuming and hence there are not
many CT scan segmentation datasets. At present, there was only one standard dataset
namely the COVID-19 segmentation dataset (MedSeg, 2020), which was composed of 100
axial CT scans from different COVID-19 patients. All CT scans were segmented
by radiologists associated with the Italian Association of medicine and interventional
radiology. Since the database was updated regularly, on April 13, 2020, another segmented
CT scans dataset with segment labels from Radiopaedia was added. The whole datasets
that contained both positive and negative slices (373 out of the total of 829 slices have been
evaluated by a radiologist as positive and segmented), were selected for training and testing
the proposed model.

The dataset consists of 1,838 images with annotated ground truth was randomly divided
into 1,318 training samples, 320 validation samples, and 200 test samples. Since the
number of training images is less, we expand the training dataset where we first merge
the COVID-19 lung CT scans with the ground scene and then perform six affine
transformations as mentioned in Krizhevsky, Sutskever & Hinton (2012). Later the
transformed image is separated from the new background truth value and added to the
training dataset as additional training images. Therefore, the 1,318 images of the training
dataset are expanded, and 9,226 images are obtained for training. Figure 12 illustrates
the data expansion process.

Segmentation evaluation index
The commonly used evaluation indicators for segmentation such as accuracy (ACC),
precision (Pc), Dice coefficient (DC), the area under the curve (AUC), sensitivity (Sen),

Figure 10 Diagram of attention gate (AG). Full-size DOI: 10.7717/peerj-cs.349/fig-10
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Figure 11 The qualitative results of comparative experiments with or without Attention Gate in the
network. Here (A–C) are three test images. For each row, (D) denotes the ground truth, (E–I) illustrate
the segmentation results from UNET, AG-UNET, DA-UNET, IDA-UNET and ADID-UNET, respec-
tively. AG-UNET– the addition of AG module to UNET, DA-UNET–adding two dense networks and
AG module to the network without including the IDC module. IDA-UNET refers to adding IDC and AG
modules to the UNET without adding dense networks, and ADID-UNET indicates that dense networks,
IDC and AG module are added to the network. Full-size DOI: 10.7717/peerj-cs.349/fig-11
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specificity (Sp) and F1 score (F1) were used to evaluate the performance of the model.
These performance indicators are calculated as follows:

(1) For computing accuracy, precision, sensitivity, specificity, and F1 score we generate
the confusion matrix where the definitions of true positive (TP), true negative (TN), false
positive (FP), and false negative (FN) are shown in Table 6.

(1) Accuracy (ACC): A ratio of the number of correctly predicted pixels to the total
number of pixels in the image.

Accuracy ðACCÞ ¼ TPþ TN
TPþ TNþ FPþ FN

(11)

(2) Precision (Pc): A ratio of the number of correctly predicted lesion pixels to the total
number of predicted lesion pixels.

Precision ðPcÞ ¼ TP
TPþ FP

(12)

(3) Sensitivity (Sen): A ratio of the number of correctly predicted lesion pixels to the
total number of actual lesion pixels.

Sensitivity ðSenÞ ¼ TP
TPþ FN

(13)

(4) F1 score (F1): A measure of balanced accuracy obtained from a combination of
precision and sensitivity results.

F1 score ðF1Þ ¼ 2� Pc � Sen
Pc þ Sen

(14)

(5) Specificity (Sp): A ratio of the number of correctly predicted non-lesion pixels to the
total number of actual non-lesion pixels.

Specificity ðSpÞ ¼ TN
TNþ FP

(15)

(6) Dice coefficient (DC): Represents the similarity between the model segment
output (Y) and the ground truth (X). The higher the similarity between the lesion and the

Table 5 The quantitative results of the comparison with or without the AG model experiment. AG-
UNET– the addition of AGmodule to UNET, DA-UNET–adding two dense networks and AGmodule to
the network without including the IDCmodule. IDA-UNET refers to adding IDC and AGmodules to the
UNET without adding dense networks, and ADID-UNET indicates that dense network, IDC and AG
module are added to the network.

Method ACC DC Sen Sp Pc AUC F1 Sm Eα MAE

UNET 0.9696 0.7998 0.8052 0.9957 0.8247 0.9347 0.8154 0.8400 0.9390 0.0088

AG-UNET 0.9697 0.8020 0.8106 0.9962 0.8347 0.9571 0.8116 0.8511 0.9345 0.0087

DA-UNET 0.9698 0.7754 0.7400 0.9959 0.8470 0.9274 0.7930 0.8334 0.9104 0.0091

IDA-UNET 0.9698 0.7961 0.7834 0.9964 0.8469 0.9450 0.8126 0.8513 0.9437 0.0085

ADID-UNET 0.9701 0.8031 0.7973 0.9966 0.8476 0.9551 0.8200 0.8509 0.9449 0.0082
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ground truth, the larger the Dice coefficient and the better the segmentation effect.
Dice coefficient is calculated as follows:

Dice Coefficient ðDCÞ ¼ 2� X \ Yð Þ
X þ Y

(16)

Also, we use a Dice coefficient (Dice, 1945) loss (dice_loss) as the training loss of the
model, the calculation is as follows:

Train Loss ¼ Dice Coefficient Loss ¼ 1:0� 2� X \ Yð Þ
Xþ Y

(17)

(7) The area under the curve (AUC): AUC is the area under the receiver operating
characteristic (ROC) curve. It represents the degree or the measure of separability and
indicates the capability of the model in distinguishing the classes. Higher the AUC better is
the segmentation output and hence the model.

In addition to the above widely used indicators, we also introduce the Structural metric
(Sm) (Fan et al., 2017), Enhanced alignment metric (Eα) (Fan et al., 2018) and Mean
Absolute Error (MAE) (Fan et al., 2020; Elharrouss et al., 2020) to measure the
segmentation similarity with respect to the ground truth.

(8) Structural metric (Sm): Measures the structural similarity between the prediction
map and ground truth segmented mask, it is more in line with the human visual system
than Dice coefficient.

Sm ¼ 1� bð Þ � Sos Sop; Sgt
� �þ b� Sor Sop; Sgt

� �
(18)

where Sos stands for target perception similarity, Sor stands for regional perceptual
similarity, β = 0.5 is a balance factor between Sos and Sor. And Sop stands for the final
prediction result and Sgt represents the ground truth.

(9) Enhance alignment metric (Eα): Evaluates the local and global similarity between
two binary maps computed based on Eq. (19):

Ea ¼ 1
w� h

Xw
i

Xh
j

a� Sop i; jð Þ; Sgt i; jð Þ� �
(19)

where w and h are the width and height of ground truth Sgt, (i,j) denotes the coordinates
of each pixel in Sgt. α represents the enhanced alignment matrix:

a ¼
2� Sgt �

ffiffiffiffiffi
Sgt

p	 

� Sop �

ffiffiffiffiffiffi
Sop

p	 

Sgt �

ffiffiffiffiffi
Sgt

p	 
2
þ Sop �

ffiffiffiffiffiffi
Sop

p	 
2 (20)

(10) Mean Absolute Error (MAE): Measures the pixel-wise difference between Sop and
Sgt, defined as:

MAE ¼ 1
w� h

Xw

i

Xh

j
Sop i; jð Þ � Sgt i; jð Þ�� �� (21)
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Experimental Details
The ADID-UNET proposed in this paper is implemented in Keras framework and is
trained and tested by using the workstation with NVIDIA GPU P5000. During the training
process, we set the learning rate as lr ¼ 1� 10�3, and Adam optimizer was selected as
the optimization technique. The 9,226 training samples, 320 verification samples, and
200 test samples were resized to 128 × 128 and trained with a batch size of 32 for 300
epochs. Figures 13 and 14 shows the performance curves obtained for the proposed
ADID-UNET during training, validation, and testing.

Segmentation results and discussion
Qualitative results
To show the performance of the ADID-UNET model, we used 200 pairs of COVID-19
lung infection CT scans as test data, and the segmentation results are shown in Fig. 15.
From the analysis of Fig. 15, it was found that the ADID-UNET model can accurately
segment the COVID-19 lung infection areas from the CT scans, especially the smaller
infected areas, and the segmentation result is very close to the ground truth. This illustrates
the effectiveness of the proposed method for the segmentation of COVID-19 lung
infection regions from CT scans. Moreover, we can also see that ADID-UNET can
accurately segment the complicated infection areas (single COVID-19 lung infection areas
and more complex uneven distribution infection areas) in CT scans, which further proves
the power of the model proposed in this paper. In a word, the ADID-UNET model
proposed in this paper can effectively and accurately segment COVID-19 lung infection

Figure 12 Data augmentation. Illustration of vertical flipping process showing the expansion of the
training dataset. Full-size DOI: 10.7717/peerj-cs.349/fig-12

Table 6 Definition of TP, FP, FN, TN.

Category Actual lesion Actual non-lesion

Predicted Lesion True Position (TP) False Position (FP)

Predicted Non-Lesion False Negative (FN) True Negative (TN)
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areas with different sizes and uneven distribution, and the visual effect of segmentation is
very close to the gold standard.

Further, we also compare the proposed model with other state-of-art segmentation
models. From the results (Figs. A1 and A2 and Table 7), we can infer that the ADID-UNET
model presents segmentation outputs closer to the ground truth. In contrast, the FCN8s
network (Long, Shelhamer & Darrell, 2015) presents more under and over segmented
regions. Further RAD-UNET (Zhuang et al., 2019a) presents comparable segmentation
results but its effect is less pronounced for smaller segments. Analyzing the segmentation
visual results from Figs. A1 and A2, we can clearly find that the ADID-UNET model
proposed in this paper can accurately segment the COVID-19 lung infection regions than
other state-of-the-art model with results close to the ground truth, which proves the
efficacy of the proposed ADID-UNET model.

Quantitative results
Table 7, presents the performance scores for various indicators mentioned in
“Experimence Results”. Here, for ADID-UNET the scores such as the Dice coefficient,
precision, F1 score, specificity and AUC are 80.31%, 84.76%, 82.00%, 99.66% and 95.51%,
respectively. Further, most of the performance indexes are above 0.8 with the highest

Figure 13 ADID-UNET training and validation performance index curve. (A–D) indicate the loss of
training and validation, accuracy, Dice coefficient, and sensitivity performance curves, respectively.

Full-size DOI: 10.7717/peerj-cs.349/fig-13
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segmentation accuracy of 97.01%. The above results clearly indicates that the proposed
model presents segmentation outputs closer to ground truth annotations.

Discussion
The proposed model presents an improved version of the UNET model obtained by the
inclusion of modules such as the dense network, IDC and the attention gates to the existing
UNET (Ronneberger, Fischer & Brox, 2015) structure. The effectiveness of these
additions were experimentally verified in “Methods”. Further, to summarize the
effectiveness of the addition of each module to the UNET architecture, Table 8 tabulates
the improvement at each stage of the addition. From Table 8, it is found that adding
additional components to the UNET (Ronneberger, Fischer & Brox, 2015) structure can
obviously improve the overall segmentation accuracy of the network. For example, with
the inclusion of the dense networks (D-UNET), the metrics such as Dice coefficien (DC)
and AUC reached 79.98% and 93.47%, respectively.

Further, the inclusion of the IDC improved the scores further (DID-UNET). Finally, the
proposed model with dense network, IDC and the AG modules (namely ADID-UNET)
presented the best performance scores and provided an improvement of 0.05%, 0.33%,

Figure 14 ADID-UNET training and validation performance index curve. (A–D) indicate the training
and validation of the specificity, F1 score, precision, and AUC performance curves, respectively.

Full-size DOI: 10.7717/peerj-cs.349/fig-14

Joseph Raj et al. (2021), PeerJ Comput. Sci., DOI 10.7717/peerj-cs.349 24/34

http://dx.doi.org/10.7717/peerj-cs.349/fig-14
http://dx.doi.org/10.7717/peerj-cs.349
https://peerj.com/computer-science/


2.29%, 2.04% and 1.09% for metrics such as accuracy, DC, precision, AUC and structural
metric respectively when compared to traditional UNET architecture.

Furthermore, from Figs. A1 and A2, it is obvious that ADID-UNET performs better
than other well-known segmentation models in terms of visualization. Specifically,
ADID-UNET can segment relatively smaller infected regions which is of great significance
for clinical accurate diagnosis of COVID-19 infection location. The use of (a) dense

Table 7 Quantitative results of infected areas in the COVID-19 dataset. - - - means no relevant data in the original literature.

Method ACC DC Sen Sp Pc AUC F1 Sm Eα MAE

FCN8s 0.9666 0.6697 0.6692 0.9923 0.6860 0.9485 0.6724 0.7539 0.9134 0.0157

UNET 0.9696 0.7998 0.8052 0.9957 0.8247 0.9347 0.8154 0.8400 0.9390 0.0088

Segnet 0.9684 0.7408 0.7608 0.9937 0.7549 0.9492 0.7558 0.8080 0.9374 0.0125

Squeeze UNET 0.9689 0.7681 0.7827 0.9946 0.7776 0.9446 0.7785 0.8227 0.9326 0.0107

Residual UNET 0.9697 0.7924 0.7905 0.9961 0.8248 0.9444 0.8055 0.8397 0.9324 0.0094

RAD UNET 0.9699 0.7895 0.7625 0.9970 0.8601 0.9419 0.8062 0.8475 0.9328 0.0096

Fan et al. (2020) - - - 0.7390 0.7250 0.9600 - - - - - - - - - 0.8000 0.8940 0.0640

Elharrouss et al. (2020) - - - 0.7860 0.7110 0.9930 0.8560 - - - 0.7940 - - - - - - 0.0760

Yan et al. (2020) - - - 0.7260 0.7510 - - - 0.7260 - - - - - - - - - - - - - - -

Zhou, Canu & Ruan (2020) - - - 0.6910 0.8110 0.9720 - - - - - - - - - - - - - - - - - -

Chen, Yao & Zhang (2020) 0.8900 - - - - - - 0.9930 0.9500 - - - - - - - - - - - - - - -

ADID-UNET 0.9701 0.8031 0.7973 0.9966 0.8476 0.9551 0.8200 0.8509 0.9449 0.0082

Figure 15 Visual comparison of the segmentation results of COVID-19 lung infection obtained from
the proposed ADID-UNET. Column 1 represents the original CT Image, column 2 the ground truth and
column 3 the predicted segmentation results from the proposed network called the Attention Gate-Dense
Network-Improved Dilation Convolution-UNET (ADID-UNET).

Full-size DOI: 10.7717/peerj-cs.349/fig-15
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networks instead of traditional convolution and max-pooling function, (b) inclusion of
improved dilation convolution module between the encoder-decoder pipeline and (c) the
presence of attention gate network in the skip connections have presented accurate
segmentation outputs for various types of COVID-19 infections (GGO and pulmonary
consolidation). However, ADID-UNET still has room for improvement in terms of Dice
coefficient and sensitivity and also computational costs which can be researched in future.

CONCLUSION
The paper proposes a new variant of UNET (Ronneberger, Fischer & Brox, 2015)
architecture to accurately segment the COVID-19 lung infections in CT scans. The model,
ADID-UNET includes dense networks, improved dilation convolution, and attention gate,
which has strong feature extraction and segment capabilities. The experimental results
show that ADID-UNET is effective in segmenting small infection regions, with
performance metrics such as accuracy, precision and F1 score of 97.01%, 84.76%, and
82.00%, respectively. The segmentation results of the ADID-UNET network can aid the
clinicians in faster screening, quantification of the lesion areas and provide an overall
improvement in the diagnosis of COVID-19 lung infection.

APPENDIX
We describe the abbreviations of this paper in detail, as shown in Table A1.

Table 8 The quantitative results showing percentages improvements of the model after adding additional components to UNET (Ronneberger,
Fischer & Brox, 2015) structure. D-UNET denotes dense networks with UNET structure, DID-UNET represents dense networks and improved
dilation convolution to the structure of UNET, and ADID-UNET refers to proposed model with dense networks improved dilation convolution and
attention gate modules to the UNET structure. ↑ indicates that the performance index is higher than that of UNET structure, ↓ indicates that the
performance index is lower than that of UNET structure.

Method ACC DC Sen Sp Pc AUC F1 Sm Eα MAE

UNET 0.9696 0.7998 0.8052 0.9957 0.8247 0.9347 0.8154 0.8400 0.9390 0.0088

D-UNET 0.9700 0.8011 0.8096 0.9966 0.8596 0.9492 0.8184 0.8528 0.9394 0.0083

DID-UNET 0.9700 0.8023 0.7987 0.9964 0.8425 0.9549 0.8241 0.8447 0.9374 0.0084

ADID-UNET 0.9701 0.8031 0.7973 0.9966 0.8476 0.9551 0.8200 0.8509 0.9449 0.0082

Improvement of D-UNET ↑0.04% ↑0.13% ↑0.44% ↑0.09% ↑3.49% ↑1.45% ↑0.30% ↑1.28% ↑0.04% ↓0.05%

Improvement of DID-UNET ↑0.04% ↑0.25% ↓0.65% ↑0.07% ↑1.78% ↑2.02% ↑0.87% ↑0.47% ↓0.16% ↓0.04%

Improvement of ADID-UNET ↑0.05% ↑0.33% ↓0.79% ↑0.09% ↑2.29% ↑2.04% ↑0.46% ↑1.09% ↑0.59% ↓0.06%
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Figure A1 The visual comparison of the segmentation results of COVID-19 lung infection compared
with other advanced models. Here (A–C) illustrate three test images obtained from (MedSeg, 2020).
For each row, (D) denotes the ground truth, and (E–K) illustrate the segmentation results from FCN8s
(Long, Shelhamer & Darrell, 2015), UNET (Ronneberger, Fischer & Brox, 2015), Segnet (Badrinarayanan,
Kendall & Cipolla, 2017), Squeeze UNET (Iandola et al., 2016), Residual UNET (Alom et al., 2018),
RAD UNET (Zhuang et al., 2019a), ADID-UNET, respectively.

Full-size DOI: 10.7717/peerj-cs.349/fig-A1
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Figure A2 The visual comparison of the segmentation results of COVID-19 lung infection compared
with other advanced models. Here (A–C) illustrate three test images obtained from (MedSeg, 2020).
For each row, (D) denotes the ground truth, and (E–K) illustrate the segmentation results from FCN8s
(Long, Shelhamer & Darrell, 2015), UNET (Ronneberger, Fischer & Brox, 2015), Segnet (Badrinarayanan,
Kendall & Cipolla, 2017), Squeeze UNET (Iandola et al., 2016), Residual UNET (Alom et al., 2018),
RAD UNET (Zhuang et al., 2019a), ADID-UNET, respectively.

Full-size DOI: 10.7717/peerj-cs.349/fig-A2
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ABSTRACT Facial expression recognition (FER) requires better descriptors to represent the face patterns
as the facial region changes due to the movement of the face muscles during an expression. In this paper,
a method of concatenating spatial pyramid Zernike moments based shape features and Law’s texture features
is proposed to uniquely capture the macro and micro details of each facial expression. The proposed
method employs multilayer perceptron and radial basis function feed forward artificial neural networks for
recognizing the facial expressions. The suitability of the features in recognizing the expressions is explored
across the datasets independent of the subjects or persons. The experiments conducted on JAFFE and KDEF
datasets demonstrate that the concatenated feature vectors are capable of representing the facial expressions
with better accuracy and least errors. The radial basis function based classifier delivers a performance with
an average recognition accuracy of 95.86% and 88.87% on the JAFFE and KDEF datasets respectively for
subject dependent FER.

INDEX TERMS Facial expressions, emotions, Zernike moments, Law’s texture features, neural network
classifier.

I. INTRODUCTION
A face is a unique trait for identifying or recognizing people
around us. Facial expressions are the reflection of emo-
tional states and play an important role in non-verbal com-
munication. A facial expression is a result of the motions
of the muscles underneath the skin of the face. Analysis
of these expressions helps in understanding the behavior
of a person and certain anatomical changes. For example,
the heart rate is higher in anger as compared to happiness
and the skin resistance decreases during sadness revealing
high stress. Thus, automated FER and subsequent analy-
sis have found its applications in various domains such as
surveillance, crowd emotion monitoring, psychological dis-
order detection, human-computer interaction, driver safety
assistance and so on. Ekman and Friesen [1] has formalized

The associate editor coordinating the review of this manuscript and

approving it for publication was Rosalia Maglietta .

six universal facial expressions such as surprise, fear, disgust,
contempt, anger, sadness and happiness. These expressions
have evolved through social learning and very much essential
for survival.

FER is a pattern recognition system and the basis for
FER is observation/identification, understanding and inter-
pretation of the visual cues on the face. The main compo-
nents of FER are (i) face detection (ii) feature extraction
and (iii) expression classification. The spatial arrangement
of the facial features like shape, fine lines, wrinkles on the
facial skin and the structural elements of the face such as
forehead, eyebrow, eyes, mouth create different patterns on
the face during an expression. These patterns form the key
characteristics comprising both micro and macro details.
The micro details include variation in the wrinkles and fine
lines changing the facial appearance and texture of the skin.
Whereas, the movements in the structural elements of the
face indicates the macro details. A raised and arched eyebrow
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with eyes wide open represents surprise. A lowered eye-
brow with intensely staring eyes indicates anger. Disgust
expression is expressed with a wrinkled nose and lowered
eyebrows. Similarly, an open mouth represents fear whereas
corners raised mouth shows happiness. The extraction of
these patterns forms the feature descriptors for recognizing
facial expressions.

Feature extraction and description play a major role in
deciding the accuracy of the FER system. The features
should be redundant, reliable, robust and unique with the
best discriminating ability. Extracting the right features is
critical and also a challenging task. Most of the FER meth-
ods have been proposed for capturing the facial expressions
through shape and texture features as descriptors that include
Zernike moments (ZM), histogram of oriented gradients
(HOG), active shape model, local binary pattern (LBP), local
directional pattern (LDP), statistical measures and gray level
co-occurrence matrix (GLCM) [2]. These methods extract
either the macro or micro details alone to describe the facial
expressions. But, it is important to provide a maximum pos-
sible description to enhance the performance of the system.
Thus, both texture and shape information provided by the
Laws texture energy measures and Zernike Moments are
utilized for FER. Texture information is obtained by five
types of kernels such as level, edge, spot, ripple and wave.
Distinct information is obtained with each kernel revealing
the changes in the wrinkles and fine lines of the facial
skin. Zernike moments provide the shape information of the
changes in the facial appearance due to the movements in
the structural elements. In this perspective, ZM is extended
to spatial pyramid representation with three-level decomposi-
tion to capture the shape information in each facial sub-region
thus forming Spatial pyramid Zernike moments (SPZM). The
Law’s texture energy features (LTexM) and SPZM are com-
bined to form the integrated feature vector that has improved
discriminating ability to recognize and classify the facial
expressions. The contributions of this paper are (i) an inte-
grated feature set for capturing the macro and micro details
from the facial expressions using SPZM and Law’s texture
features (ii) quantitative assessment of improved recognition
accuracy by considering the images with different orien-
tations under subject dependent and independent FER (iii)
integration of features for the effective representation of the
facial expressions (iv) robust features for recognizing the
facial expressions from the full left and right profile of facial
images.

The literature review is presented in section II. Section III
describes the Law’s texture energy measures and SPZM.
The proposed methodology and the experimental results are
presented in sections III and IV respectively. Conclusion is
presented in section V

II. RELATED WORK
The different approaches for extracting the facial feature to
recognize the expressions include (i) Facial action coding sys-
tem (FACS) and Action unit (AU) (ii) geometric, appearance

and hybridmethods. In AUmethod, themovement ofmuscles
responsible for producing a facial expression is encoded into
46 facial AUs [3]. FER system detects the face AUs to classify
the expressions using observations and comparisons. FACS
describes the relationship between the muscle movements of
the face and expressions and was introduced by Ekman and
Friesen [1] based on the characteristics of AUs. The second
method depends on the extraction of content-based facial fea-
tures. It depends upon the appearance, geometric and hybrid
characteristics. Appearance-based approaches are holistic
capturing global information from the facial images to gen-
erate the feature vector for distinguishing facial expressions.
Non-holistic approaches make use of geometric features such
as eyes, nose, mouth, chin, head outline of a face and their
relationships.

Holistic approaches apply transformations and use
statistical methods to extract the features representing the
texture characteristics of the image. Gabor filter [4]–[8]
provides texture descriptors with good discrimination abil-
ity. It provides both magnitude and phase components, but
magnitudes are selected as features as they are invariant to
translation. Gabor filter provides multidimensional feature
vectors with high computation cost and the dimension of
features can be reduced by principal component analysis
(PCA). LBP [9], [10] generates binary patterns to represent
the texture by comparing the center pixel with the neighbor-
hood pixels of a region from the facial image. Variants of LBP
were further introduced for improvement in the performance
of the FER system. A weighted multi-scale method for LBP
was proposed by [11], in which multiple weighted LBP
features are extracted with different scales. The extended
LBP is combined with the Karhunen-Loeve (KL) transform
in [12]. The role of subspace analysis methods such as PCA
and Independent Component Analysis (ICA) is investigated
for the extraction of the facial expression features [13]. Other
methods like local directional numbers (LDN) [14], local
ternary pattern [15], discrete wavelet transform (DWT) [16]
and sparse local Fisher discriminant analysis (SLFDA) [17]
were also explored for FER in recent years.

Non-holistic approaches extract the geometrical features
providing the position of facial landmarks and shape infor-
mation. Geometric features were extracted using the curvelet
transform. The coefficients of the transform with varying
scales and angles form the feature vectors to represent the
facial expressions [18]. Histogram of oriented gradients, orig-
inally proposed for object recognition, was found significant
for FER. HOG provides the magnitude and phase of the
gradients from which the dominant gradients are selected
relating to the edge information [19], [20]. In [21], facial
landmarks are tracked based on elastic bunch graph match-
ing (EBGM) displacement. The facial landmarks or combi-
nation of the landmarks form the feature vector representing
a facial expression. In [22], optical flow based facial points
were tracked from consecutive frames to detect the move-
ment of facial points to provide dynamic features. Moments
based shape descriptors are critical in representing the facial
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expressions. Zernike moments with magnitude features,
exhibiting orthogonal and rotation invariant properties, are
used in [2], [23], [24]. Pseudo Zernike moments (PZM) [25]
also provide a good description for FER. Appearance-based
methods are affected by lighting and orientation conditions.
Geometry based methods provide better feature descriptors
working well irrespective of the variations in the facial image.

Further, the recent years have also witnessed the success
of deep learning methods with multilayered architectures in
facial expression recognition. The deep learning methods
automatically compute the features for data representation
while reducing the requirement for extracting the hand crafted
features. Thework presented in [27] utilized the ZM for deriv-
ing the coefficients of the convolution kernels in convolution
layer of CNN architecture. This was found to be significant
in extracting the shape features and improved the classifica-
tion accuracy. Deep sparse auto encoders were implemented
by [28] to learn discriminative and robust features. The work
presented in [29] introduced a part based hierarchical bi
directional recurrent neural network to analyze the dynamic
evolution and morphological variations in facial expressions
which proved to be effective in reducing the error rates.Modi-
fications in CNN architectures are introduced by [30]–[33] to
enhance the performance of FER system. Generative adver-
sial networks(GAN) [34], [35] with generator and discrim-
inator networks have also emerged to be better models in
discriminating the facial expressions. Though deep features
are efficient and have outperformed the existing hand crafted
feature methods, the deep learning methods require larger
datasets for training and are computationally expensive.

Thus this paper proposes a method considering the advan-
tages of appearance and geometric based methods. Hence,
the features from holistic and non-holistic approaches are
combined to form a robust feature vector for improved clas-
sification. The efficacy of the selected feature descriptors in
the proposed method is proved by focusing on both subject
dependent and subject independent FER.

III. SPZM AND LTexM INTEGRATED FEATURE SET
MODEL FOR FER
The schematic of the proposed feature concatenation strategy
for recognizing facial expressions is shown in Fig. 1. The FER
is a pattern recognition problem where a facial pattern (FP)
is assigned one of the m expression labels {ci}i=1,2.........m.
The key characteristics or patterns are extracted from the
facial images with expressions in the form of feature vectors.
The selection of the right features improves the degree of
accuracy in classification. LTex and SPZM are extracted from
the facial images and integrated to form a feature vector for
training a neural network classifier. Upon training, the classi-
fier model is observed to classify the facial expression of an
image. Finally, the performance of the model is quantitatively
assessed using various performance measures based on the
elements of the confusion matrix.

The process of the proposed approach is presented in
Algorithm 1.

Algorithm 1 The process flow of SPZM and LTexM
integrated feature set model
Begin
Input: Facial expression images database with seven emo-
tions
Dataset division: Training and Testing dataset
Training phase:

1) Assign M=Number of training images
2) for i=1 to M

a) Extract the Law’s texture features
b) Extract Zernike moment based shape features

from spatial pyramid of the image SPZM =
{|Anm|lk}

c) Integrate the texture and shape features
to form integrated feature vector FVint =
{LTexM, SPZM}

end
3) Assign the class labels to the integrated feature

set with seven expressions C={angry, disgust, fear,
happy, sad, surprise and neutral} and create label
feature set matrix {FVint , C}

4) Provide {FVint , C} to the neural network classifiers
(MLPNN and RBFNN)
a) Define the learning parameters of the neural net-

work
b) Tune the parameters to improve the performance

and derive the classifier model
Testing phase (Output):

1) Assign N=Number of testing images
2) for i=1 to N

a) Extract the Law’s texture features
b) Extract Zernike moment based shape features

from spatial pyramid of the image SPZM =
{|Anm|lk}

c) Integrate the texture and shape features to
form integrated feature vector FVintq =

{LTexM, SPZM}Q
end

3) Provide FVintq to the classifer model to predict the
class label which belongs to set C

End

The subsections present the comprehension of the pro-
posed work.

A. FACIAL EXPRESSION DATASET
The two databases (i) Japanese female facial expres-
sion (JAFFE) and (ii) Karolina Directed Emotional
Faces (KDEF) are experimented to analyze the performance
of the proposed FER

The JAFFE database [36] is widely used for evaluating the
performance of FER systems. JAFFE is a dataset collected
from 10 Japanese females. Each individual has posed with six
basic facial emotions like angry, disgust, fear, happy, sad and
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FIGURE 1. Proposed methodology for facial expression recognition.

FIGURE 2. Sample images from the JAFFE database.

surprise with a neutral pose. This dataset has 213 grayscale
images with labels of facial expression and each image has a
size of 256 × 256 pixels. Fig. 2 shows the sample images of
a Japanese female with facial expressions from the database.

The KDEF database [37] developed by the department
of clinical neuroscience, a section of psychology from
Sweden for psychological and medical research purposes.
The database has 4900 color images of facial expressions
acquired from 70 individuals (35 females and 35 males)
of age ranging from 20 to 30 years. Here, each individual
has displayed seven emotions such as angry, disgust, fear,
happy, sad, surprise and neutral. The facial expressions of
each person is captured under 2 sessions from 5 different
angles: -90, -45, 0, 45 and 90 degrees, providing full left,
half left, straight, half right and full right profiles under
uniform lighting. The spatial resolution of the facial image is
562 × 762. Fig. 3 shows the sample images of an individual
with facial expressions from the KDEF database.

For the proposed work, 700 facial expression images are
acquired from 20 female subjects with all five orientations.
All the images were converted to gray-scale for computa-
tional reasons. The problem of facial expression classification
is more challenging with this dataset as some images are
captured with different orientations and only partial face is
visible in full left and full right profiles. Thus, the FER
system with a robust feature extraction method is required to
overcome the complexity of the problem.

FIGURE 3. Sample images (a) the emotions of an individual (KDEF
database) and (b) five different profiles/orientations of an expression.

The performance of the proposed framework was validated
considering subject dependent and subject independent facial
expression recognition.

1) SUBJECT DEPENDENT FER
For subject dependent expression recognition, the JAFFE and
KDEF databases were used individually. A single dataset,
containing the facial expressions of all the subjects, is divided
into training and testing sets with no overlapping using hold
out(HO) method. 5% of the images from the JAFFE database
and 60% from KDEF database are used for training to build
the classifier model. The remaining samples are used to eval-
uate the model after testing. Though the testing and training
sets are disjoint, they are framed considering the images of
all the subjects from the dataset as shown in Fig. 4(a) for the
JAFFE database.

2) SUBJECT INDEPENDENT FER
For Subject independent FER, the subjects or persons con-
sidered with their facial expressions for training and testing
should be disjoint. Thus the images of the 20 female subjects
from the KDEF database were considered for training while
the facial expression images of the 10 subjects from the
JAFFE database were used for testing the model.

B. FEATURE EXTRACTION
Features were extracted from the facial expression images to
carry out classification and recognition.

1) FEATURE EXTRACTION USING ZERNIKE MOMENTS
During a facial expression, a lot of movements in the struc-
tural elements of the face: eyebrows, eyes, nose, mouth
and chin can be observed, thus resulting in changes in the
appearance of the face. The most prominent change is in
the shape characteristics of the face. These changes need to
be captured and represented by a suitable shape descriptor
to recognize and classify the facial expression to interpret
the emotion. The preferred shape descriptor should have two
characteristics to provide the best discrimination between
the facial expressions. The characteristics are (i) invariance
to rotation, translation and scaling (ii) lower redundancy
between the features. Zernike Moments [38], from the class
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FIGURE 4. Dataset division (a) Subject dependent-JAFFE and (b) Subject
independent FER.

of orthogonal moments, proved acceptable to be the shape
descriptors with a higher degree of information satisfying
the above requirements [39]–[41]. The orthogonality of the
moments provides lower possible redundancy and the mag-
nitude of the ZM is invariant to rotation. Further, the lower
and higher-order moments provide global shape and detailed
information respectively. Thus, to capture the complete shape
information from an image, a set of ZM is computed by
varying the moment orders from a lower value to the higher.
This process involves a significantly larger number of com-
putations.

To reduce the complexity of the computation, the size of
the set of ZM is predefined and combined with the spatial
pyramid of the image to obtain the spatial pyramid ZM
feature. A key characteristic of ZM that best complies with
the spatial pyramid of the image is its hierarchical nature.
The lower order moments provide the global shape infor-
mation and the higher-order moments reveal the local shape
information.

2) SPZM FEATURES
The SPZM feature is motivated by the concept of spatial
pyramid representation of an image [42], [43], the shape
descriptors and, Zernike moments. The idea is to extract the
shape information at different levels of the pyramid to create
a multilevel shape representation to capture the complete
pattern created from the facial expression. The ZMs are com-
puted at each pyramid level and are concatenated to form
SPZM feature vector. Thus, this descriptor can be viewed as

FIGURE 5. SPZM feature of a sample image.

a combination of global shape characteristics and local shape
characteristics of an image that can efficiently discriminate
facial expressions. The extraction of SPZM involves (i) con-
struction of a set of grids at different levels. (ii) computation
of ZM for each sub-region or cell of the pyramid levels and
concatenation of the moments.

The facial image I (x, y) is divided into a set of grids at
levels 0,..,L where L=2, such that the grid at each level l
has 22l sub-regions or cells C(x, y) = I (x, y)lk along each
axis with l = 0,. . . . . .L and k = 1, . . . . 22l . Now for each
cell C(x, y), ZM is computed to extract the features. The ZM
is computed for all the cells at different levels of the image
pyramid and integrate them to form SPZM feature as shown
in Fig. 5.

The ZM is computed by projecting each cell C(x, y) on to
the set of complex Zernike polynomials Vnm(x, y)

Anm =
m+ 1
π

∑
x

∑
y

C(x, y)V ∗nm(ρ, θ) with x2 + y2 6 1

(1)

such that

Vnm(x, y) = Vnm(ρ, θ) = Rnm(ρ)ejmθ (2)

where,
n is the order of the polynomial
m is the repetition factor such that |m| 6 n and n − |m| is

even
ρ is the length of the vector from the origin to the

pixel located at spatial location (x, y) and is presented
by ρ =

√
x2 + y2

θ angle of the vector from origin to the pixel located at
spatial location, (x, y) from the x-axis in counter clockwise
direction and
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Rnm(ρ) is the radial polynomial defined as

Rnm(ρ)=
n−|m|∑
s=0

(−1)s
(2n+1− s)!

s!(n− |m| − s)!(n+ |m| + 1− s)!
ρn−s

(3)

The ZM thus computed is a complex quantity, from which
the magnitude |Anm| and phase Arg (Anm) are obtained.
The magnitude |Anm| is selected since it is preserved as the
shape descriptor by varying the order of the moment and
the repetition factor. For a cell C(x, y) a set of ZM magni-
tudes [|A11|, |A20|, |A22|, |A31|] is computed by varying the
moment order from 1 to 3 with the associated repetition
factors. The moment |A00| is ignored as the zeroth-order
Zernike polynomial. V00 is flat, in turn, an image projected on
to this polynomial does not provide any edge maps or shape
information. In ZM, the order of the polynomial indicates
the radial component and the repetition factor indicates the
sinusoidal component.With higher-order, the number of turn-
ing points in Zernike polynomial rises and thus provides
better shape information of an image. The next higher-order
polynomials next to zero are considered for image descrip-
tion in this work. The Zernike polynomial basis functions
V00,V11,V20,V22,V31 over a unit circle and their magni-
tudes |Vnm| are provided in Fig. 6(a) and Fig. 6(b). Fig. 6(b)
illustrates the rotational invariance characteristics of the ZM.
The one dimension profile of the 2D Zernike polynomials
is displayed in Fig. 6(c) to emphasize the number of turn-
ing points obtained with a variation in moment order. The
complete shape description for an image (Fig. 5) is obtained
by concatenating [|A11|, |A20|, |A22|, |A31|] obtained for each
C(x, y) at levels l = 0,1,2 as indicated in equation (4) to form
SPZM features.

SPZM={[|Anm|0k k=1], [|Anm|
1
k k=1:4], [|Anm|

2
k k=1:16]}n=1,2,3

(4)

3) LAW’s TEXTURE FEATURES
Texture features provide the statistical measures of an image
based on the spatial arrangement of the pixel intensities. In the
proposed work, the texture features are utilized to capture the
micro details of the facial expression reflecting the texture
of the skin through the formation of wrinkles and fine lines.
These details are significant and contribute to identifying
and recognizing the emotional state associated with expres-
sion. Kenneth I Laws [44] proposed texture energy measures
for classifying the textures. These features are invariant to
changes in rotation, contrast and luminance. These measures
find applications in various domains [45]–[47].

The Law’s texture feature extraction method is presented
as,

1) Law’s texture features used a set of one-dimensional
convolution masks that are center-weighted and sym-
metrical or anti-symmetrical with varying dimensions
of 1×3, 1×5 and 1×7. It is proved that masks with
dimension 1×5 provide better texture descriptors. Each

FIGURE 6. Zernike polynomial basis functions (a) V00, V11, V20, V22, V31
over a unit circle (b) Magnitudes of the basis functions (c) Zernike
polynomials in 1D.

of the masks is used to analyze the level, edge, spot and
ripple characteristics of the image and named appropri-
ately. The details of the 1×5 masks are as shown

L5(level) [1 4 6 4 1]
E5(Edge) [− 1 2 0 2 1]
S5(Spot) [− 1 0 2 0 − 1]
R5(Ripple) [1 − 4 6 − 4 1]

2) One dimensional masks were combined to generate
two-dimensional masks by computing the outer prod-
uct of each vector as indicated,

L5 E5 S5 R5
L5 L5L5 L5E5 L5S5 L5R5
E5 E5L5 E5E5 E5S5 E5R5
S5 S5L5 S5E5 S5S5 S5R5
R5 R5L5 R5E5 R5S5 R5R5

This resulted in a set of 16 convolution masks
{CMi}i=1,2,.........16, each with a dimension of 5×5.
The appropriate CM were selected from the convolu-
tion masks based on the listed criteria: (i) the mask
L5L5 was dropped as it is sensitive to changes in the
intensities and the sum of the elements of the mask
adds up to a non zero value. (ii) The masks that pro-
vide a similar type of information were combined. For
example, L5E5 measures vertical edge content while
E5L5 presents horizontal edge content, thus the aver-
age will provide the total edge information. Accord-
ingly, a set of 9 convolution masks {CMi}i=1,2.........9
were finally selected as presented in equation 5.

{CMi}

={L5E5/E5L5,L5S5/S5L5,L5R5/R5L5,E5S5/S5

E5,E5R5/R5E5,R5S5/S5L5,E5E5, S5S5,R5R5}

(5)
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FIGURE 7. Sample of an individual (a) with an angry expression,
(b) Convolution mask E5E5 and (c) Law’s texture image resulted from
convolution with E5E5 mask from the JAFFE database.

3) Later, each of the facial images I (x, y) is convolved
with a set of masks {CMi}i=1,2.........9 to produce a set of
Law’s texture images {LTi}i=1,2.........9 representing the
nine texture descriptors of a pixel for the input image.
Fig. 7 presents a sample of the convolution mask with
the corresponding texture image.

4) Finally, Law’s texture energy measures, mean and stan-
dard deviation were computed for every image of the
set {LTi}i=1,2.........9, which form the texture descriptor
with a length of 18 describing the variations in the
image during an expression as indicated in Fig. 8.

C. FEATURE INTEGRATION
The Law’s texture features and shape features from ZM
are concatenated to form an integrated feature vector FVint .
As the contributions from the texture and shape features are
different, the feature set consolidates the information from
both the features using a series fusion rule.

FVint={Law’s texture features,Spatial pyramid ZM features}

= {LTexM, SPZM} (6)

During integration, no weights were considered to give
equal preference to both the feature types. The integrated
feature set is normalized using Z-score normalization to form
a new vector FVint_norm with mean 0 and standard deviation
1. Feature normalization is crucial as it is one of the require-
ments of the machine learning algorithm and the magnitudes
of the features in the feature vector influence the weight
update during training process [49]. The normalized feature
set is represented by,

FVint_norm =
FVint − µ

σ
(7)

where µ is the mean and σ is the standard deviation of
the features. The features are normalized by retaining their
original properties.

D. CLASSIFICATION USING ARTIFICIAL NEURAL
NETWORKS (ANN)
The extracted texture and shape features from the facial
expression image are fused to form an integrated feature set
FVint_norm. The concatenated feature vector is provided to
the feed forward artificial neural network (ANN) for clas-
sification. ANNs are used extensively for facial expression

FIGURE 8. Computation of Law’s texture feature for a sample image.

recognition [40] as they have the ability (i) to learn from the
examples andmodel complex non-linear relationships and (ii)
to generalize well by predicting the class labels of unseen
data. This work proposes to use multilayer perceptron feed
forward artificial neural network (MLPNN) and radial basis
function neural network for classification

To train both MLPNN and RBFNN, the training images
from the JAFFE and KDEF databases were considered as
mentioned in section III.A and remaining images were used
for testing. The FVint_norm extracted from the training images
were labeled for emotions from C = [c1, c2, . . . , c7], where
ci represents the facial expressions like angry, disgust, fear,
happy, sad, surprise and neutral.

1) MULTILAYER PERCEPTRON NEURAL NETWORK
The neural network architecture is designed with an input
layer, one hidden layer associated with a hyperbolic tangent
activation function f (x) = ( 2

1+e−2x−1
) and an output layer

with a linear activation function. Each layer is associated with
the trainable parameters known as weights and biases. The
input layer accepts an input vector, and passes to the hidden
layer for processing. The hidden layer output is fed to the
output layer to present the network’s final output.

The MLPNN network is trained with the labeled fea-
ture vector {FVint_norm, C} to adjust the trainable param-
eters for tuning the output close to the target values. For
training, Levenberg-Marquardt back propagation algorithm
[48] was used with mean squared error as the cost func-
tion. The stopping criteria was set by defining the number
of epochs. MLPNN was tuned by providing performance
goal(MSE), learning rate (η), momentum(m) and regular-
ization parameter (λ) to generate the optimized classifier
model.

2) RADIAL BASIS FUNCTION NEURAL NETWORK
RBFNN is a three layered network with input, hidden and
output layers. The network is robust and converges at a faster
rate. RBFNNuses Gaussian activation function from the class
of radial functions in the hidden layer which is monotonic
with respect to the distance from the center. The Gaussian
function with center µ and spread/radius is represented by

G(x) = exp(−
(FVint_norm − µ)2

σ 2 ) (8)
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For the known input FVint_norm, the hidden layer com-
putes the distance between the input and centers of the basis
functions ||(FVint_norm − µ)||, where ||.|| is the L2 norm and
applies RBF function. The computation is continued in the
output layer that predicts the class label of the sample. The
RBFNN is provided with {FVint_norm,C} for training. During
training the learnable parameters of the network, spread of the
activation function and the weights connecting hidden layer
to output layer, are tuned to obtain the best model.

The effectiveness of the models are now tested using
the samples from testing set with unseen samples. For
the testing sample, the features FVint_norm_test are extracted
and is fed to classifier model to predict the class label
ctest . where ctest = f (FVint_norm_test ; {FVint_norm,C},
MLPNN/RBFNN parameters) and ctest = {ci}i=1,2.........7

IV. RESULTS AND DISCUSSION
To evaluate the performance of the proposed method, two
experiments (i) subject dependent FER and (ii) subject
independent FER were performed on JAFFE and KDEF
databases.

A. SUBJECT DEPENDENT FER
The first experiment was conducted to investigate the com-
bination of ZM based shape descriptors and Law’s texture
features for efficient facial expression representation and dis-
crimination. This was experimented on the JAFFE and KDEF
databases separately using the hold out method. As per the
method, two disjoint sets were created for training and testing
the classifier model.

1) CASE (I)
For all the images of the training set the SPZM and texture
features LTexM were computed. The SPZM are extracted
by considering the ZM orders n = 1,2,3 with the associated
repetition factors as presented in equation (4). The SPZM
shape features of length 84 are integrated with LTexM and
normalized to form FVint_norm_1 with dimension 1 × 102.
The labeled and normalized feature vector is provided to
the neural network classifiers for training the model that can
further predict the expression label for the unseen sample.

The MLPNN was trained by providing the labeled training
dataset to learn the relationship between the input feature
vectors and the class labels by modifying the weights and
biases. The network was tuned appropriately by setting the
number of epochs limit to 1000 and cost function close to
zero. The network converges and provide the best model for
η = 0.5, m = 0.95 and λ = 0.6. The model is tested by
providing the facial images from the testing set. The ability of
the model in classifying all the facial expressions is assessed
by computing the performance metrics from the confusion
matrix that include classification accuracy(CA), true negative
rate (TNR), false acceptance rate(FAR) and false rejection
rate (FRR). Table 1 shows the confusion matrix.

Where, True Positive (TP): true accept.
True Negative (TN): True reject

TABLE 1. Confusion Matrix.

TABLE 2. Confusion matrix of MLPNN experimented with JAFFE database.

TABLE 3. Performance metrics computed from testing dataset for MLPNN
with FVint_norm_1.

False Positive (FP): False accept.
False negative (FN): False reject.
Here TP and TN represent the correct facial expression

classifications whereas FP and FN are miss classifications,
For example, a happy face falsely recognized as sad or angry.

From the result of the testing process, confusion matrices
[49] are framed for each expression for both databases as
presented in Table 2. From the attributes of the confusion
matrix, the performance metrics are calculated.

Classification accuracy =
TP+ TN

TP+ TN + FP+ FN
(9)

TNR/Specificity =
TN

TN + FP
(10)

FAR =
FP

TN + FP
(11)

FRR =
FN

FN + TP
(12)

The performance metrics computed for all the expressions
of the testing dataset from JAFFE and KDEF are shown
in Table 3.

The experiment was conducted to prove the discriminating
ability of the integrated feature set in the accurate classifica-
tion of facial expressions. From the results, it is observed that
the proposed method delivers more improved classification
accuracy. Also, it can be observed that the MLPNN provides
high CA (greater than 90%) for the expressions angry, fear,
happy, neutral and surprise for the facial images from JAFFE
dataset and CA greater than 80% for fear, neutral and surprise
from KDEF dataset.
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FIGURE 9. Plot of FAR and FRR metrics provided by testing (a) JAFFE and
(b) KDEF databases for MLPNN with FVint_norm_1. A - Angry, D - Disgust, F
- Fear, H - Happy, N - Neutral, SA - Sad, SU - Surprise.

Further, the specificity of the system was also measured
through TNR. A value, TNR=1(100%), indicates the best
specificity. A higher value of TNR close to one produces
less false-positive results. From the results of the JAFFE
database, it is observed that the average TNR is 96.90%,
so the average prediction of false positives is only 3.1%.
Similarly, for KDEF dataset, the average TNR is 89%.

In the next experiment, the system was tested for type-I
and type-II errors which represent false match and false
non-match respectively. FAR indicates type-I error whereas
FRR indicates type-II error. Ideally, the two errors are
inversely proportional to each other. False acceptance and
false rejection recognize the facial expression and assign an
emotion class label to which it does not belong to. These
two are undesirable and may affect the success rate of a
FER system. In some applications like psychological disorder
detection, it may lead to false diagnosis and if a device has
to take some actions based on human emotions. The plots
shown in Fig. 9(a) and Fig. 9(b) display FAR and FRR of
both databases. These plots aid in analyzing the relationship
between FAR and FRR for each facial expression.

Fig. 9 notifies the inverse relationship between the errors
which ensures that the proposed framework returns the least
possible errors for identifying the emotions represented by
the facial expressions. Thus the proposed system provided an
average FAR of 3.08% and FRR 3.12% for JAFFE dataset.
Similarly, the two measures are 11.28% and 9.12% respec-
tively for KDEF dataset which is desirable for a FER system
to contribute a higher performance rate.

FIGURE 10. Plot of Classification accuracy for variation in RBF spread for
FVint_norm_1.

Later, the RBFNN was trained and tested with the training
and testing sets from JAFFE and KDEF datasets. For the
training process, the cost function, sum squared error(SSE),
was set and the spread(σ ) of the radial activation func-
tion was varied from σ = 2 in incremental steps of 1
to improve the performance. With each variation in σ ,
the accuracy of the model was noted. The network con-
verged for σ = 8. Fig. 10 shows the accuracy of the
model with respect to spread of RBF obtained for JAFFE
database.

From the Fig. 10, it is noted that the maximum accu-
racy of 94.35% is obtained for σ = 8. With the opti-
mized value, the performance metrics are computed for all
the expressions of the testing datasets and are presented
in Table 4.

TABLE 4. Performance metrics computed from testing dataset for RBFNN
with FVint_norm_1.

The analysis of the performance measures provided by
RBFNN indicates that the expressions angry, happy, neu-
tral were classified with CA greater than 96% from JAFFE
dataset. Similarly the expressions fear, happy, sad and sur-
prise were classified accurately with CA greater than 80%
from KDEF dataset. Similarly, the model also provides the
specificity (average) of 96.70% and 90.05% for JAFFE and
KDEF datasets respectively which is an indication of lower
false positives. The evaluation of type-I and type-II errors
indicates the performance of the model in providing the least
error values, FAR of 3.28% and FRR 2.38%, for JAFFE
dataset. The two measures are 9.93% and 10.22% respec-
tively for KDEF dataset.
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TABLE 5. Performance metrics computed from testing dataset for MLPNN
with FVint_norm_2.

TABLE 6. Performance metrics computed from testing dataset for RBFNN
with FVint_norm_2.

2) CASE (II)
The experiment on subject dependent FER was continued
with the next set of feature vectors. At this point, the texture
features remain the same as considered in case (i) whereas the
SPZM are captured by varying the ZM order from n= 2 to 4.
The variation in n with the corresponding repetition factors
resulted in [|A20|, |A22|, |A31|, |A33|, |A40|, |A42|] which are
utilized in equation (4) to provide SPZM of length 126.
The order of ZM was varied to explore the competency of
higher order ZM in presenting best shape features. Now these
features are combinedwith LTexM features to form integrated
feature vector FVint_norm_2 with dimension 1× 144.
The FVint_norm_2 framed for the training datasets of JAFFE

and KDEF are provided to both MLPNN and RBFNN clas-
sifiers. The classifiers were trained by varying the trainable
parameters of the network to improve the performance. The
MLPNN parameters optimized for η = 0.5, m = 0.95 and
λ = 0.6 and RBFNN converged for σ = 18. The models were
later evaluated for their performance by providing the sam-
ples of the testing data set. The measures computed on testing
dataset with FVint_norm_2 for both MLPNN and RBFNN are
presented in Table 5 and Table 6.

The result and the analysis of the performance measures
obtained from the second set of feature vectors FVint_norm_2
implies improvement in the performance of the FER sys-
tem. The average classification accuracies of 94.35% &
95.86% for JAFFE and 94.35% & 95.86% were achieved
from MLPNN and RBFNN classifiers respectively. Another
noteworthy improvement is in terms of type-I and type-II
errors. The results clearly indicate that the average type-I
error for all the expressions is reduced by 30% and type-II
error by 36.84%. On the similar terms, CA of 86% and
88.87% was observed.

The results presented by MLPNN and RBFNN for
both FVint_norm_1 and FVint_norm_2 were also examined
to check for the discrimination ability. The assessment

FIGURE 11. Average Classification Accuracy of the seven expressions
(a) JAFFE and (b) KDEF databases.

TABLE 7. Performance comparison.

signified the performance of RBFNN that can be noted from
the Fig. 11.

Later, the analysis is extended to compare the performance
of the proposed method with state of the art facial expression
recognition techniques and the same is presented in Table 7.

A comparative evaluation was carried out considering dif-
ferent image descriptors for the JAFFE and KDEF databases.
The Table 7 provides the average classification accuracy
which implies that the proposed method is comparable with
the state of the art techniques.
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TABLE 8. Performance metrics computed for subject independent FER
with FVint_norm_1.

TABLE 9. Performance metrics computed for subject independent FER
with FVint_norm_2.

B. SUBJECT INDEPENDENT FER
In the second experiment, the suitability of the extracted and
integrated feature sets was checked for subject independent
FER. To evaluate the performance, the combination of both
JAFFE and KDEF databases was considered. The integrated
features FVint_norm_1 and FVint_norm_2 were extracted from
the facial images of both KDEF and JAFFE databases. The
feature vectors of the KDEF dataset were labeled to form the
training set while the JAFFE dataset forms the testing set.
The performance metrics obtained with MLPNN and
RBFNN are shown in Table 8 and Table 9.

The results were analyzed to find that the model with
FVint_norm_1 andMLPNN delivered a CA greater than 80 per-
centage for the angry and surprise expressions but for dis-
gust, happy and surprise RBFNN delivers. Similarly, for the
feature set FVint_norm_2, an accuracy greater than 80 percent-
age was obtained for neutral expression with MLPNN and
sad & surprise expressions with RBFNN. Also the average
specificity is found to be greater than 85 percentage for
both the integrated feature vectors for MLPNN and RBFNN
that reduces the false positives. The metrics FAR and FRR
presented in Tables 8 and 9 suggest that the proposed method
has better generalization capability. The proposed method is
able to identify the true facial expression independent to the
subject. It is observed that the recognition of facial expression
is improved by considering higher order ZM (FVint_norm_2)
and RBFNN performs better as compared to MLPNN in
identifying the subject independent facial expression.

The descriptors were also significant in discriminating the
emotions across the datasets (subject independent).

C. ABLATION STUDY
An additional experiment was conducted using ablation study
to prove the effectiveness of integrating the Law’s texture
features with SPZM features in enhancing the performance
of both subject dependent and independent FER.

FIGURE 12. Plot of classification accuracies of all the expressions testing
JAFFE dataset for subject dependent FER (a) MLPNN and (b) RBFNN.

FIGURE 13. Plot of classification accuracies of all the expressions testing
KDEF dataset for subject dependent FER (a) MLPNN and (b) RBFNN.

For ablation study, the Law’s texture features were
removed from the integrated feature set retaining only
the SPZM features in both training set and testing set.
(FVint_norm_i) = {SPZM}j=1(n=1,2,3),j=2(n=2,3,4)

Now the reduced training feature set with the class labels
were provided to both MLPNN and RBFNN classifiers to
create the model. For training the neural network the same
criteria and tuning parameters were retained as mentioned
in section III.D. The trained model is then tested with a
reduced testing feature set. The performance is evaluated for
recognition accuracy to investigate how the removal of tex-
ture features affects the performance of the subject dependent
and independent FER. The results of the ablation study are
displayed in Fig. 12, 13 and 14.

The classification accuracies shown in Fig. 12,13 and 14
obtained with the two neural network classifiers for both
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FIGURE 14. Plot of classification accuracies of all the expressions testing
JAFFE dataset for subject independent FER (a) MLPNN and (b) RBFNN.

integrated feature vectors indicate that the combination of
texture and shape descriptors are appropriate to represent the
facial expressions for recognition followed by classification.
From this study, It is noted that the integration of texture fea-
tures contributes significantly in improving the recognition
accuracy. It can also be noted that the RBFNN generalizes
well by providing better performance in FER.

V. CONCLUSION
This paper presents a FER method using the combination of
Law’s texture features and ZM based shape descriptors. The
proposedmethod uses feed forward neural networksMLPNN
and RBFNN algorithms to learn the relationship between the
features and the class labels of the emotions. The results
proved that the proposed method has a good class discrimina-
tion ability and performed well with FVint_norm_2 where the
texture features were integrated with SPZM obtained from
higher order ZM. The RBFNN classifier presented a notice-
able result with an average recognition accuracy of 95.86%
and 88.87% on the JAFFE and KDEF datasets respectively
for subject dependent FER using RBFNN. The model clas-
sified the angry, happy and surprise expressions with good
recognition rate whereas the performance for disgust, neu-
tral and sad expressions is quite small in comparison. The
method is also able to perform well even in the presence
of facial orientations. Subsequently, the proposed method
has better generalization capability in identifying the facial
expressions across datasets for subject independent FER. The
framed feature set proved to be accurate in capturing the facial
expression patterns and thus returned less number of miss
classifications by providing least possible type-I and type-II
errors.

Further, the effectiveness of combined features can be
extended for better understanding and recognition of the
micro expressions. These expressions last only for a fraction

of a second on the face and that actually represent the
true feeling of an individual. The proposed method will be
revised for both spatial and motion information of the image
sequence to describe the key characteristics from the dynamic
facial expressions for classification.
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Abstract

The novel coronavirus disease (SARS-CoV-2 or COVID-19) is spreading across

the world and is affecting public health and the world economy. Artificial

Intelligence (AI) can play a key role in enhancing COVID-19 detection. How-

ever, lung infection by COVID-19 is not quantifiable due to a lack of studies

and the difficulty involved in the collection of large datasets. Segmentation is a

preferred technique to quantify and contour the COVID-19 region on the lungs

using computed tomography (CT) scan images. To address the dataset prob-

lem, we propose a deep neural network (DNN) model trained on a limited

dataset where features are selected using a region-specific approach. Specifi-

cally, we apply the Zernike moment (ZM) and gray level co-occurrence matrix

(GLCM) to extract the unique shape and texture features. The feature vectors

computed from these techniques enable segmentation that illustrates the

severity of the COVID-19 infection. The proposed algorithm was compared

with other existing state-of-the-art deep neural networks using the Radiopedia

and COVID-19 CT Segmentation datasets presented specificity, sensitivity, sen-

sitivity, mean absolute error (MAE), enhance-alignment measure (EMφ), and

structure measure (Sm) of 0.942, 0.701, 0.082, 0.867, and 0.783, respectively.

The metrics demonstrate the performance of the model in quantifying the

COVID-19 infection with limited datasets.

KEYWORD S

artificial intelligence, computed tomography image, deep neural network, feature extraction,

limited training points, segmentation, Zernike moment

1 | INTRODUCTION

The novel coronavirus disease-2019 (COVID-19) is a lung
infection caused by Severe Acute Respiratory Syndrome
(SARS) and is transmitted from person to person easily.
The first human COVID-19 case has been reported in
Wuhan city, China in December 2019.1 This disease was
traced during the sewage water study from Milan and
Turin in Italy before China identified the first case and

the related information was shared in a recent article.2

The World Health Organization (WHO) has reported
10.59 million COVID cases across 213 countries and terri-
tories, as of June 2020. A large percentage of the popula-
tion at present is affected by this disease. The recovery
and mortality rates are 54.22% and 4.91% approximately.
All over the world, researchers from biomedical depart-
ments are involved in an effort to find the effective vac-
cine for the COVID-19.1 However, early detection is very
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important for choosing the right type of treatment to con-
trol the disease and avoid the spread. AI has been crucial
in helping and serving the automated diagnostics and
public health surveillance to analyse the severity of the
COVID-19 as well as in protecting the people from the
virus spread.3

In the human body, the lungs are the major organs of
the respiratory system. The disease in the lung will affect
the entire air circulation system and may even result in
death. The other major diseases that affect the lungs are
lung cancer, tuberculosis, pneumonia.4,5 Also, some
microorganisms such as fungus, bacteria, and virus may
cause illness which requires proper medical treatment to
cure the infection/disease. Likewise, the infection caused
due to the COVID-19 virus requires the same. The most
commonly used COVID- 19 tests are RT-PCR and antigen
testing. Reverse transcription polymerase chain reaction
(RT-PCR) is the standard COVID-19 test used to detect
the viral nucleic acid that provides the genetic informa-
tion of the virus. The test requires nasopharyngeal and
throat swabs collected from the infected person. The
duration of the test is too long and the result of RT-PCR
is affected by sampling errors and low viral load.6 The
antigen test is designed to detect the spike protein that is
responsible for facilitating the entry of virus into the
human cell. Though the test is fast, its sensitivity is poor.

An alternate detection method for COVID-19 is based
on medical imaging techniques that identify the infected
location and infection rate. Medical imaging records the
information in the lung region using chest radiography
(X-rays) and Computed-Tomography (CT) scan.7-10 Com-
pared to the X-rays, a CT scan is mostly preferred for
detecting the radiographic features of COVID-19 from
the three-dimensional view of the lung's region.11 Fur-
ther, the CT scans can be used to give two-dimension
views: axial view, coronal view, and sagittal view for the
proper COVID infection detection. CT scan imaging of
lungs gives good sensitivity to examine the COVID-19
infected region even before the medical symptoms
occur.12

The spread of the infection due to COVID-19 in the
lungs are identified through Ground glass opacification
(GGO) and pulmonary consolidation phases. GGO is
identified in the early stage of the infection whereas pul-
monary consolidation indicates the final stage of the dis-
ease. These phases are observed from the CT scan images
of the COVID cases.13-15 The qualitative rate of the dis-
ease indicated in CT scans provides important informa-
tion to guide against COVID-19.

Rajinikanth et al.16 suggested that infection visibility
analysis using CT scans gives better capability and reli-
ability in the detection of the disease using the two-
dimensional (coronal) view. The dataset used is obtained

from the Radiopedia database.17 The experimental analy-
sis and the simulation of the model were performed in a
MATLAB environment.

Accurate segmentation of radiographic features is
important to quantify the disease in CT scan images. Seg-
mentation of medical images needs marking manually by
experts. As the number of COVID cases is increasing rap-
idly, it is difficult to label the infected region manually.
Thus, automatic segmentation is needed from the CT
scans to detect the infected region.18 From the above con-
sideration, our contributions are as following:

1. We propose a Deep Neural Network (DNN) model to
detect and segment the COVID-19 from the axial view
CT scan image from Radiopedia and COVID-19 CT
Segmentation database. Our model provides better
performance with limited number of training points.

2. Using the region-specific approach, instead of taking
all the training points or images,19 limited training
points are chosen from the infected region as well as
the background region of the CT scan image. Before
selecting the training points, for each image, the shape
and texture descriptors are extracted using Zernike
moments and GLCM, respectively.

3. The performance of the proposed method is evaluated
using the standard metrics for the different test images
and evaluated metrics are compared with the existing
models.19-24

The methodology needs enhancement techniques for
CT scans of the COVID-19 dataset, feature extraction and
appropriate classifier model to detect and segment the
infected region. The rest of the paper is arranged as fol-
lows. Section 2 discusses the related works on the
COVID-19 using AI techniques. Section 3 gives a detailed
explanation and workflow of methodology and imple-
mentation. Sections 4 and 5 outline the experimental
design, results and discussion. Section 6 provides the
conclusion.

2 | RELATED WORKS ON THE
COVID-19 USING AI

A comprehensive list of work for COVID-19 image-based
AI techniques are found in Maga et al.18 and Fu et al.25

Developing a deep network gives more benefits for auto-
matic and fast segmentation of the medical images.26

Camouflaged object detection (COD) is introduced to
identify the embedded object with their surroundings.27

COD is beneficial in medical image applications such as
lung infection segmentation. Ali et al.28 proposed the
integration approach consisting of unsupervised machine
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learning (self-organizing map), dimensionality reduction
(principal component analysis) and computational classi-
fication (Adam Deep Learning) to present a better classi-
fication performance. Particularly, the U-Net model
works well in many of the segmentation tasks for medical
images.29 There are a few applications that have adopted
U-Net for liver, heart, and multi-organ segmentation.30-32

Chen et al.33 has proposed a deep learning model for
multiple regions auto segmentation for COVID-19 and
used the aggregated residual transformations to extract
the features from the CT image. Contrastive learning is
proposed to train the encoder module, which provides
the expressive feature information from the publicly
available CT image COVID-19 dataset.34 The Deep Learn-
ing model requires a lesser number of image samples for
training the dataset to provide an automatic classification
of COVID-19 infected images. Also, the authors con-
cluded that the contrast learning method achieves better
performance than ResNet-50. Narin et al.35 have analysed
the ROC result of three Convolutional Neural Network
(CNN) models such as ResNet-50, InceptionV3, and
Inception-ResNetV2 using a chest X-ray image. Shi
et al.36 have discussed pre-processing the COVID CT
images using location-specific feature extraction and
infection Size Aware Random Forest method (iSARF) to
distinguish the infection level and then classification
using random forest. The iSARF performed well by pro-
viding Sensitivity, Specificity and Accuracy of 0.907,
0.833 and 0.879, respectively. Yujin et al.37 proposed, the
patch-based CNN using a novel probabilistic Grad-CAM
saliency map with a limited number of training points
from the chest X-rays. Wang et al.38 proposed an open-
source CNN model called COVIDNet, which is trained
and tested by the COVIDx dataset. It is useful to identify
the COVID-19 infection from chest X-rays and has
achieved a sensitivity of 80%.

Lung Infection Segmentation Deep Network (Inf-Net)
used to detect the COVID-19 infection in the lungs, from
the CT image slices where a parallel partial decoder is
adapted to extract the high-level features.19 Later implicit
reverse attention and explicit edge attention are used to
enhance the features. Charmaine et al.39 have presented
the deep learning model using the location-attention ori-
ented approach to calculate the probability of COVID-19
infection region. Chest CT dataset is used for training the
deep learning system.

A novel semi-supervised shallow learning model
including Parallel Quantum-Inspired Self-supervised Net-
work (PQIS-Net) with Fully-Connected (FC) layers for
automatic segmentation of COVID-19 CT image is pro-
posed in Konar et al.40 The patch-based classification was
applied to the segmented images for the diagnosis of

COVID-19 using the two publicly available datasets. The
efficiency (F1-score and AUC) of the PQIS-Net was com-
pared with pre-trained convolutional based models.

The truncated VGG-19 model was proposed to ana-
lyse the COVID-19 CT scans. TheVGG-16 model was
used to extract features from the CT images using fine-
tuning.41 The feature selection was achieved through
Principal Component Analysis (PCA) and the classifica-
tion was done using four different classifier methods such
as deep convolutional neural network (CNN), Bagging
Ensemble with support vector machine (SVM), Extreme
Learning Machine (ELM) and Online sequential ELM on
208 test images. From the different classifiers, Bagging
Ensemble with SVM have achieved the following: an
accuracy of 95.7%, AUC0.958 and F1-score 95.3%.

The three-phase COVID-19 CT image detection
model is introduced in Ahuja et al.42 The modules are as
follows: (a) Augmentation using stationary wavelets;
(b) COVID-19 detection using pre-trained CNN model
such as ResNet18, ResNet50, ResNet101, and
SqueezeNet; (c) Abnormality localization in CT scan
images. The experimental analysis showed that the pre-
trained ResNet18 transfer learning model has given a bet-
ter classification accuracy of 99.82% for training and
99.4% for testing.

A pipeline model is presented in Dey et al.43 with sev-
eral sub-modules to classify the segmented region from
the COVID-19 images. First, the COVID-19 CT images
are segmented using the using Social-Group-
Optimization and Kapur's Entropy thresholding, followed
by K-means clustering and morphology-based segmenta-
tion. Next, a classification module is introduced to clas-
sify the segmented region. Here PCA based fusion
technique is used to fuse the features and then fused fea-
tures are trained with different classifiers such as Ran-
dom Forest, k-Nearest Neighbours (KNN), Support
Vector Machine with Radial Basis Function, and Deci-
sion Tree. Experimental results indicated an accuracy of
91% and 87% with Morphology-based segmentation and
kNN classifier. A summary of the various techniques
available for COVID-19 screening is presented in Table 1.

Wang et al.44 have proposed the weakly-supervised
deep learning (UNet and DeCoVNet) using
3-Dimensional CT volumes to identify COVID-19.The lit-
erature indicates the successful evaluation of COVID-19
infection using deep learning and traditional machine
learning methods by various researchers. But the study
also clarifies that some of the regions are not evaluated in
the classifier layer due to lack of training data samples
and inefficient feature representation. The detailed
design flow of the proposed framework is explained in
the next section.
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TABLE 1 Literature summary of related techniques for COVID-19 screening

Reference Technique Dataset Findings

33 Aggregated residual transformations
to learn a robust and expressive
feature representation.

110 COVID-19 CT image of size
512 × 512 are collected from 60
patients.

The model gives 0.95 precision and
0.89 accuracy.

12.7% of accuracy and 14.5% of
precision are improvement with U-
Net model.

34 Contrastive learning method. MedSeg dataset:110 CT COVID-19
images. COVID-19 CT dataset: 349
CT COVID-19 images 397 Non-
COVID images.

ResNet-50 performance gives accuracy
of 0.868, recall of 0.872, AUC of
0.931.

35 ResNet50, InceptionV3 and
InceptionResNetV2.

Chest X-ray 100 images: 50 non-
infected image and 50 infected
images. All images are 224 × 224
pixel size.

ResNet50 model provides good
classification performance with 98%
accuracy than other two proposed
models (97% accuracy for
InceptionV3 and 87% accuracy for
Inception-ResNetV2).

36 An infection Size Aware Random
Forest method (iSARF).

COVID-19 images are taken from
1658 patients.

iSARF yielded sensitivity of 0.907,
specificity of 0.833, and accuracy of
0.879.

37 A patch-based convolutional neural
network approach.

COVID-19 dataset: 180 infected image
of size 224 × 224.

Global approach gives 70.7% of
accuracy, 60.6% of precision, 60.1%
of recall, 59% of F1-score.

Local approach gives 88.9% of
accuracy, 83.4% of precision, 85.9%
of recall, 84.4% of F1-score.

19 COVID-19 Lung Infection
Segmentation Deep Network (Inf-
Net) with a parallel partial decoder
method is to aggregate the high-
level features.

Dataset consists of 100 axial CT
images from different COVID-19
patients.

45 CT images randomly selected as
training, 5 CT images for validation,
and the remaining 50 images for
testing.

Inf-Net achieves 0.692 of sensitivity,
0.943 of specificity, 0.725 of
sensitivity, 0.960 of specificity.

40 Semi-supervised shallow neural
network model using Parallel self-
supervised neural network model
(PQIS-Net).

Variable size 2482 lung CT scans:
1252 COVID-19 infected CT image
and 1230 Non-infected COVID
image.

20 labelled COVID-19 CT image of
size 512 × 512 which includes
infection region masks, lung masks
(left and right) and lung-infection
pair masks.

Accuracy, precision, f1 score, and
AUC are 0.931, 0.890, 0.826 and
0.982, respectively.

41 Truncated VGG-19 with fine-tuning
method.

Classification is done with four
different classifier method such as
deep convolutional neural network
(CNN), Bagging Ensemble with
support vector machine (SVM),
Extreme Learning Machine (ELM)
and Online sequential ELM.

CT Scan Dataset: 344 COVID-19
images, 358 Non-COVID-19 images.

Best performing classifier Bagging
Ensemble with SVM achieves 95.7%
accuracy, 95.8% precision, 0.958
AUC and 95.3% F1-score.

42 Transfer Learning method with
argumentation: ResNet18, ResNet
50, ResNet101, SqueezeNet.

COVID-19:349 CT scan images and
Non-COVID-19 CT: 397 CT scan
images.

ResNet18 achieves the best
performance model.

Training accuracy is 99.82%,
validation accuracy is 97.32% and
testing accuracy is 99.4%.
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3 | METHODOLOGY

The Datasets used in the proposed framework consists of
80 images of size 512 × 512 pixels (3 channels). The seg-
mentation process of each CT image involves (a) pre-

processing, (b) extracting the robust and sensitive fea-
tures, (c) training the region-specific region, and
(d) segmenting the region of interest (infected region)
from the background. The block diagram of the proposed
methodology is as shown in Figure 1.

TABLE 1 (Continued)

Reference Technique Dataset Findings

43 Social-group-optimization with
Kapur's entropy thresholding and
then followed by k-means clustering
and morphology-based
segmentation.

COVID-19 dataset consists of 400
numbers of greyscale lung CT
image (200 Non-infected image and
200 infected images).

Morphology-based segmentation and
KNN gives more than 91% and 87%
accuracy.

FIGURE 1 Block diagram for

the flow of binary classification for

computed tomography image
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3.1 | Pre-processing and feature
extraction methods

The pre-processing is based on the standard enhance-
ment approach45 called adjust image intensity values
(imadjust). This approach describes the expressive infor-
mation from the COVID-19 CT image by adjusting the
contrast of the GGO and pulmonary consolidation
region. The infected pixels are brightened visually as
shown in Figure 2. Also, the Contrast Improvement
Index (CII)46 metrics are analysed to highlight the impor-
tance of pre-processing on the COVID dataset. The image
quality (pixel intensity) is improved by 30% to 40% when
compared to the original CT image as shown in Table 2.
CII is computed based on Equations (1) and (2).

CII =
Cenhanced

Coriginal
ð1Þ

C=
If −Ib
If + Ib

ð2Þ

where Cenhanced and Coriginal are the contrast of the
enhanced and original images respectively, C is the aver-
age value of the contrast in the enhanced or original
image. If and Ib are the mean value for foreground and
background contrast of the image. A higher CII value
indicates improvement in image quality.

The enhanced images present significant details for
extracting the features. The extraction of features is a
description of each pixel of the CT image that contains
descriptive information in the form of a stack of the vec-
tors (feature vector). The feature vector helps to find out
the output class (infected COVID-19 region and back-
ground region). The feature vector considered for the
work is the integration of shape and texture features. The
texture features are derived from the gray level co-
occurrence matrix and shape descriptor features are
extracted from the Zernike moment.

3.2 | Zernike moment (ZM) based shape
descriptor features and gray level co-
occurrence matrix (GLCM) for texture
features

Based on the infection stage/level, the infected region of
COVID-19 CT images has dissimilarity in shapes, sizes
and structures of the geometry. The shape descriptor is
good to define the infected pixel information range from
its background region. The shape parameters can be
extracted using descriptor based on Zernike and Hu
moments.47,48 For better representation, the shape
descriptor should possess the properties such as
(a) provide low redundancy and higher discrimination
ability. (b) Rotation, scale and translation invariance, and
(c) present coarse to finer detail representation.

Hu moments require extensive computation power to
calculate higher order moments. Therefore, we choose
the ZM based shape descriptor for representing shape fea-
tures of the COVID-19 lungs image. The ZM is calculated
for every pixel of the pre-processed image by sliding a
window of size 5 × 5 with a stride of 1 along the column
and row. For the computation of ZMs, different polyno-
mial orders (n) and the corresponding repetition factor
(m) were considered for the function I(x, y). Next, we
compute the Zernike moments, by projecting I(x, y) onto
the set of complex Zernike polynomials as given in
Equation (3).

Znm =
m+1
π

X
x

X
y
I x,yð ÞP�

n,m x,yð Þ,x2 + y2 ≤ 1 ð3Þ

where, Pnm(x, y) is Zernike polynomial, I(x, y) is the
image of size 5 × 5 pixels, n is a non-negative integer, m
is an integer such that 0 � jmj � n, and n − jmj is even.
The function P*nm(x, y) is the complex conjugate of the
orthogonal basis function Pnm(x, y) defined as:

Pnm x,yð Þ=Pn,m r,θð Þ=Rn,m rð Þejmθ ð4Þ

where, r=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2

p
and θ= tan−1 y

x , with 0≤ θ≤ 2π,
j=

ffiffiffiffiffiffiffi
−1

p
.

The radial polynomial Rnm(r) is defined as:

Rnm rð Þ=
Xn− jmj

q=0

−1ð Þq 2n+1−qð Þ!
q! n− mj j−sð Þ! n+ mj j+1−sð Þ!r

n−q

ð5Þ

The Zernike moment obtained from the Equation (3) is a
complex number represented as shown in Equation (6):

FIGURE 2 A, Original computed tomography image; B,

Image after enhancement
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Znm =RZM + jIZM ð6Þ

jZnm j =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RZM

2 + IZM2
p

ð7Þ

Equation (7) is the magnitude of the Zernike moment
jZnmj that denotes the ZM shape descriptor for specified
n and m. Thus, a total number of 36jZnmjwere obtained
with n ranging over 1 to 10 and matching combinations
of n, m with m such that 0 ≤ jmj ≤ n, and n − jmj is even
for every pixel. The magnitude of ZM calculated for every
pixel to find the ZM feature maps are as displayed in
Figure 3.

From the observation of Zernike features, we find
that all the 36 different jZnmj provide unique information
about the infected and background region. To analyse the
Zernike robust feature (ZMh) and Zernike sensitive fea-
ture (ZMl), each point is taken from both the regions with
36 ZM for different n, m and are plotted as indicated in
Figure 4 and the separation of the ZMh and ZMl is indi-
cated in Equations (8) and (9).

ZMh = Z0,0j j, Z2,0j j, Z4,0j j, Z6,0j j, Z8,8j j, Z8,8j j, Z10,0j j, Z10,8j jf g
ð8Þ

ZMl = Z1,1j j, Z2,12j j to Z5,5j j, Z6,2j j tof
Z7,7j j, Z8,2j j, Z8,6j j, Z9,1j j to Z9,9j j, Z10,10j jg ð9Þ

From the different combinations of ZM feature
extraction image, we plot the intensity range for the set
of pixels for the 1st image of the dataset. The graphical
plot presented in Figure 5 represents number of pixels in
x-axis and ZM features in y-axis. The above observation
indicates that the Zernike features from background
information are dense at the bottom region and the
infected region information mostly occurs above a spe-
cific threshold.

To make the binary classification more accurate, we
add an extra texture feature computed using the GLCM.

The texture feature is more important in medical imaging
(CT image) for extracting the GGO and pulmonary con-
solidation features.49 GLCM consists of the relationship
of the different angles between image pixels. If the gray
level co-occurrence matrix obtained from an image be
denoted as q = [q(r, s jd, θ)]. In this point, GLCM is used
to estimate the features of rth pixel frequency with the
feature of sth pixel frequency by the length (d = 1) and
direction (θ = 0). The computation of the texture feature
follows the same procedure as that of ZM, that is, com-
puting the texture features for every pixel by moving a
window of 5 × 5 with a stride of 1 over the pre-processed
image.

From GLCM, texture features such as entropy, vari-
ance, contrast, correlation, dissimilarity, energy and
homogeneity are calculated. Among all these features, we
considered the GLCM variance and contrast as shown in
Equations (10) and (11). These two features are combined
to form GLCM features Gf that gives proper discrimina-
tion of infected region and background region from the
CT image.

Contrast =
XN−1

r=0

XN−1

s=0

q r,sð Þ r−sð Þ2 ð10Þ

Variance=
XN−1

r=0

XN−1

S=0

q r,sð Þ r−μð Þ2 ð11Þ

Gf i = variancei,contrasti½ � ð12Þ

where, i refers to the number of training images, ‘μ’
denotes mean and ‘N’ denotes the image size, Gfi refers
the GLCM features (2 features). The intensity for the
GLCM feature images (contrast and variance) is plotted
as shown in Figure 6. It represents number of pixels in
x-axis and GLCM features in y-axis. Here the red points
denote infected region and green points denote back-
ground respectively. The observation gives clear distinc-
tion between the background region and infected
region.

TABLE 2 CII values for the pre-processed COVID-19 CT images

Number of
images

Contrast for the original CT
image

Contrast for the pre-processed
image

CII for the pre-processed
image

1 0.5984 0.8166 1.3646

2 0.4264 0.7348 1.7234

3 0.1650 0.3279 1.9872

4 0.4808 0.6698 1.3931

5 0.4846 0.9497 1.9599

Note: Default CII value for the original image is 1.000.
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Now the shape features computed from the ZM and
the texture features obtained from the GLCM are inte-
grated to form a feature vector of 38 features as indicated
in Equation (13).

Fsi = ZMh,i,ZMl,i,Gf if g ð13Þ

The next section discusses about the formation of
training dataset from Fsi features.

4 | EXPERIMENTAL DESIGN

4.1 | COVID-19 dataset

COVID-19 dataset (axial view) is collected from Refer-
ences 17 and 50 to evaluate our implementation. The pre-
vious implementations have used X-rays and CT image
datasets for segmentation and classification of the
infected COVID regions.50,51 The COVID-19 CT dataset

FIGURE 3 Zernike moment features with different combination of n and m [Color figure can be viewed at wileyonlinelibrary.com]
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used in this work contains 80 images of size 512 × 512
pixels (3 channel) along with the ground truth image
(binary image). Ground truth images are useful for the
identification of targets from the input dataset. From the
dataset, 30 images are selected for training the network,
the remaining 50 images are used for testing the trained
network for performance evaluation.

4.2 | Training and testing dataset

COVID-19 CT images contain additional background pixels
(without infected region) other than infected pixels. Using
the whole image as the training data gives testing results with
less accuracy that reduce the overall performance. It should
be able to classify the background region from the infected
region during the testing. Hence, a balanced training dataset
is required for the both infected region If and background Bf
pixels along with all the features from the training images.

The works19,33,35 have used the whole image as train-
ing data. The training result has delivered a performance
greater than 90% as compared to the overall testing accu-
racy. However, as explained in Fan et al.19 the overall
sensitivity of the test dataset is reduced by not selecting
the true positive target properly (infected pixels). Hence,
we chose properly infected pixels and background pixels
from the extracted images.

4.3 | Region-specific for formation of
training points

The dataset of training points is manually selected from
the infected and background pixels from the 30 training
images (after pre-processing and Fsi) by using the region-
specific approach. The set of features (Si) is formed by
marking the specific region (infection region (If ) and
background region (Bf )) for each feature from the train-
ing image dataset as shown in Figure 7.

We chose the If region with 62 pixels and Bf region as
456 pixels. This feature helps to classify the image pixels
as infected or not from COVID-19. The algorithm for
region- specific approach is explained below:

Region selection is helpful in getting balanced image
information between background and infected pixels.
The selected pixels are rearranged into the vector points
for training. The total training points consist of 589 380
pixels with 519 371 background pixels and 70 009
infected pixels. In the total training points, each image
contains 19 646 points of 38 features. A large number of
points are taken into COVID infected region to reduce
the misclassification of testing image features.

During the training process, the feature vector is
labelled using the ground truth as shown with Ti as the
target vector represented in binary form.

f i,k = Si,Ti½ � ð14Þ

Ti = class 1i, class 2i½ � ð15Þ

FIGURE 4 Experimental analysis of low-level and high-level

feature from Zernike moment (total 36 Zernike feature, red –
infected point, green – background point) [Color figure can be

viewed at wileyonlinelibrary.com]

Input:Fsi = {Zh,i, Zl,i, Gfi}; //i refers to

number of training images

Output: If; //Infection region feature.

Bf; // Background region features from Fsi.

Si; // Input feature set for training.

Start

Initialize Si,k = [ ];

Initialize j = 518; // Number of training

point in each features

for i = 1 to 30 // Number of training

images

for m = 1 to 38 // Number of features

If = Fsi[j-517:j-456] // Vectorized

format of Infected region points

Bf = Fsi[j-517:j-62] // Vectorized

format of Background region points

Mi = [If, Bf];

Si = [Si, Mi] // Training points

features from 30 training image

end

end

Stop
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here fi,k is the formed training dataset, S is the input fea-
tures, T is target for the corresponding input features,
i refers to the number of training images, k refers to the
number of training points (k = 1 to 589 380 points from
all features of Fsi). From the T, class 1 = ‘1’ and class
2 = ‘0’ represents an infected pixel, class 1 = ‘0’ and class
2 = ‘1’ represents the background pixel.

Furthermore, to select a suitable classifier for the pro-
posed work, the performance of different classifiers such

as Support Vector Machine (SVM), Deep Neural Network
(DNN), Decision Tree (DT), Logistic Regression (LR) and
Gaussian Naive Bayes (GNB) are compared using the
training data points. The performance of classifiers is
evaluated from the confusion matrix using the standard
metrics: Area Under Curve (AUC), Specificity, Sensitivity
and Accuracy as presented in Table 3. From Table 3, it is
observed that the DNN classifier outperforms the other
classifier in terms of Accuracy, AUC and Sensitivity for

FIGURE 5 Plots for Zernike

moment features from specific

region of the training image (Red

points represent background and

Green points represents infected

pixels) [Color figure can be viewed

at wileyonlinelibrary.com]
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the given training points and corresponding confusion
matrix for the fi,k for DNN has been presented in Table 4.
AUC is estimated from the ROC graph for the different
classifiers that are as plotted in Figure 8.

4.4 | Binary classification using DNN

The set of ZM and GLCM features extracted using the
methodology as explained in Section 3 form the feature

set. The corresponding ground truth data is considered as
a target. A supervised learning method is implemented by
training a Deep Neural Network (DNN). Our architecture
is identical to the basic feed-forward network with multi-
ple hidden layers. This work considers the architecture
where the size of the input layer is 38 neurons (38 fea-
tures), three hidden layers with 58 neurons per layer and
binary classification output layer as shown in Figure 9.

The total number of learnable parameters (weights
and biases) in the neural network is 9224. The first layer

FIGURE 6 Plots for GLCM features from specific region of the training image (Red points represents background and Green points

represents infected pixels) [Color figure can be viewed at wileyonlinelibrary.com]

FIGURE 7 A, Specific region of background (Bf ) and infection features (If ) are separated out for training. B, Histogram plot for Bf

(blue colour) and If (brown colour) [Color figure can be viewed at wileyonlinelibrary.com]

TABLE 3 Evaluation of training

points metrics for different classifiers
Different classifiers AUC Sensitivity Specificity Accuracy (%)

SVM 0.8723 0.5549 0.8988 88.6

GNB 0.9107 0.4025 0.9735 83.3

LR 0.8187 0.5211 0.8950 88.2

DT 0.94 0.756 0.9593 93

DNN 0.9427 0.7678 0.9285 93.8

Note: The significance of the bold numbers are highlighted results of the proposed algorithm.
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has 2262 (38 × 58 + 58), the second layer 3422 (58 × 58
+ 58), the third layer 3422 (58 × 58 + 58) and the final
layer with 118 (58 × 2 + 1). The loss function (cross-
entropy loss) converges by modifying the parameters
using Scaled Conjugate Gradient (SCG) training function.
The three hidden layers are followed with the activation
function called tan-sigmoid and the output layer involves
the softmax operation that gives the probability of two
outputs. The probability of the first neuron in the output
layer represents the lungs infected region and the second

neuron is complementary of the first probability called
background region. The training required 8 minutes and
49 seconds to get the best error performance of 0.1367 at
100 epochs.

5 | RESULTS AND DISCUSSION

The trained DNN classifier is evaluated for the test image
(50 images) from the COVID-19 dataset. After the pre-
processing and Fsi, the test vector is formed for each test
image of size 38 × 256 × 256. All the experimental analy-
sis is done in MATLAB R2020a run on Intel
Corei3-2330 M CPU. The feature generation process
takes around 250 minutes (about 4 hours) for the test set
of 50 images and testing time for each test image is
around 4 to 7 minutes.

The challenges of automatic segmentation from the
CT image are.

1. CT Images are varying in terms of texture, shape, and
position across different cases and consolidation is
small, which may result in a false negative output
from a whole CT image.

2. Due to the low contrast and blurriness within the
GGO of the infection area, there is a significant

TABLE 4 Confusion matrix of training points for DNN classifier

Ti

Infected pixels Background pixels Accuracy

Training output Infected pixels 46 469 (7.9%) 12 684 (2.2%) 93.8%

Background pixels 23 540 (4.0%) 506 687 (85.9%)

FIGURE 8 ROC for different classifiers [Color figure can be

viewed at wileyonlinelibrary.com]

FIGURE 9 Deep neural network (DNN) architecture

FIGURE 10 Test dataset plot for morphological structuring

element vs average accuracy [Color figure can be viewed at

wileyonlinelibrary.com]
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difficulty in the identification of the contours in the
CT images.

3. Artificial intelligence (AI) model requires a greater
number of training data to train the model and more
human/ specialist resources are required to collect
and annotate the ground truths of the COVID-19
dataset.

As explained in Section 3, the feature vector of 38 fea-
tures is given to the trained DNN model as input. The
output of the classifier gives the probability score for two
classes (infected and background). This probability score
decides and falls on particular class 1 or class 0. The
probability vector output is reshaped into the image size
256 × 256. Further, the image of size 256 × 256 is

FIGURE
11 Segmentation results for

the COVID-19 dataset. A,

Column shows computed

tomography axial view input

image; B, Column shows ground

truth image; C, Column shows

the output from deep neural

network model and D, Column

shows overlay the GT contour

on output image for visual

understanding [Color figure can

be viewed at

wileyonlinelibrary.com]
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compared with the ground truth image to detect and seg-
ment the COVID-19 regions and also evaluate the perfor-
mance of the model.

To make the output binary image effective, the mor-
phological operation is applied to the output binary image.
Different morphological structuring element produces dif-
ferent test image results. Hence, we find the suitable struc-
turing element with a proper size for all the test images to
achieve the overall average accuracy and selecting the
structuring element that gives high accuracy. The average
accuracy vs morphological structuring element graph for
COVID-19 CT image test data is shown in Figure 10. From
the plot, it is determined that “imclose” disk structuring
element of size ‘2’ reaches the maximum accuracy. The
test dataset results are displayed in Figure 11. In
Figure 11d column, GT contours are overlaid on the out-
put image which gives visual understanding of the non-
distinguishable pixels. This arises due to the poor lighten-
ing between infected pixels and background pixels from
the original image as shown in Figure 11 (3rd-row image)
and also the thin occurrence of GGO and consolidation in
Figure 11 (6th-row image). From the ablation study
Table 5, 36 ZM shape descriptor training feature points
alone do not achieve better results in Sensitivity and Mean
IOU. Shape descriptor features do not capture the proper
infected region (True Positive) information from the test

image. so that, 2 GLCM texture features are added with
36 ZM features and trained the DNN model with 38 fea-
tures. Evaluated metrics achieve better results with the
combination of ZM and GLCM features (38 features) com-
pared to the 36 features results. We have analysed each
test image performance by standard metrics39 such as
Accuracy (A), Sensitivity or Recall (R), Specificity, F1
score, Dice index, Precision (P), Mean IOU and score using
the confusion matrix as represented in Table 6.

Additionally, three more important metrics are
Enhance-alignment Measure (EMφ), Mean Absolute
Error (MAE)38 and Structure measure (Sm)

52 are used for
performance evaluation. Enhance-alignment Measure
(EMφ) is a newly proposed metric. It is useful to estimate
the global and local similarities of two binary images as
presented in Equation (16). where, W represents width,
H represents the height of GT, F represent the final
predicted output, (x, y) represents each pixel coordinate
of GT and F. φ denotes the enhanced alignment matrix.

EMφ =
1

W ×H

XW
x

XH
y

φ F x,yð Þ,GT x,yð Þð Þ ð16Þ

Mean Absolute Error (MAE), measures the error
between the F and GT of each pixel in the image as

TABLE 5 Performance evaluation for the test dataset (36 ZM features)

Number
of test
images

Accuracy (A)
=

TP+TN
TP+TN+FP+FN

IOU score

Mean
IOU =
C0 +C1

2

Sensitivity or
Recall (R) =

TP
TP+FN

Specificity
= TN

TN+FP

F1 score
=
2× P ×R

P+R

Precision
(P) =

TP
TP+FP

Class 0
(C0) =

TN
TN+FP+FN

Class 1
(C1) =

TP
TP+FP+FN

1 83.5 0.393 0.815 0.604 0.414 0.98 0.564 0.884

2 85.6 0.337 0.843 0.59 0.381 0.969 0.505 0.747

3 88.8 0.459 0.936 0.697 0.490 0.992 0.629 0.879

4 91.5 0.166 0.928 0.547 0.177 0.994 0.285 0.736

5 89.3 0.333 0.925 0.629 0.371 0.987 0.5 0.765

6 82.2 0.382 0.881 0.631 0.453 0.967 0.552 0.708

7 97.7 0.058 0.895 0.476 0.060 0.99 0.110 0.583

8 86.3 0.086 0.872 0.479 0.101 0.977 0.16 0.375

9 83 0.66 0.922 0.791 0.711 0.984 0.600 0.915

10 83.3 0.238 0.824 0.531 0.285 0.955 0.385 0.590

TABLE 6 Confusion matrix for test image 1

GT

Infected pixels Background pixels Accuracy

Testing output Infected pixels 14 025 (21.4%) 2228 (3.4%) 92.30%

Background pixels 2818 (4.3%) 46 465 (70.9%)
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indicated in Equation (17). Structure measure (Sm), mea-
sures the structural similarity between the GT mask and
prediction map as represented in Equation (18). Where
α � [0, 1], the default setting α = 0.5 represents the bal-
ance factor between region-aware similarity (Sr) and
object-aware similarity (So). The performance of each test
image is evaluated by metrics as listed in Table 7.

MAE=
1

W ×H

XW
x

XH
y

jF x,yð Þ−GT x,yð Þj ð17Þ

Sm = α�So + 1−αð Þ �Sr ð18Þ

We have compared our method with some of the
existing works that employ deep network for the seg-
mentation of the COVID-19 infected region from the
CT image dataset as presented in Table 8. In Ron-
neberger et al,20 standard U-Net model is evaluated
using 45 training images. The performance of the

outcome is low in terms of sensitivity, specificity, MAE,
Dice and EMφ. The modernized version of the U-Net
model is described in References 21–24 which resulted
in a poor evaluation of the Dice index, sensitivity com-
pared to our developed method. In our method, MAE is
quite higher than the Semi-Inf-Net and Inf-Net model
reported in Fan et al.19 EMφ, Sm and Sensitivity are
moderately 3%, 2.12%, 3.3% lesser compared to Semi-
Inf-Net model. However, the overall average compari-
son of our test image result is much improved and supe-
rior with a limited number of training points as shown
in Table 9. Also, Table 9 shows a performance improve-
ment with our method in each of the metrics compared
to other existing works. The proposed model improved
the sensitivity by 31.2%, 10%, 6.5%, 18%, 4.3% and 1.3%
compared with U-Net model, Attention-UNet, Gated-
UNet, Dense-UNet, U-Net++, and Inf-Net respectively.
Likewise, the percentage improvements of other met-
rics in relation to other state-of-the-art is presented in
Table 9.

TABLE 9 Percentage improvement compared between our model with existing work

Models Sensitivity Specificity Dice MAE EMφ Sm

U-Net 31.2% 9.79% 72.43% 44% 38.7% 25.8%

Attention-UNet 10.04% 26.61% 29% 73% 17.3% 5.2%

Gated-UNet 6.53% 29.93% 21% 80% 6.5% 8%

Dense-UNet 18.01% 43.8% 46% 44.4% 30.9% 19%

U-Net++ 4.31% 30.47% 30% 68% 20.4% 6%

Inf-Net 1.30% 20.6% 10.9% — 3.4% 0.25%

Semi-Inf-Net — 17.75% 2.4% — — —

Avg. improvement with our method 10.19% 25.5% 30.2% 44.2% 16.7% 9.17%

Note: —, Unavailability of data.

TABLE 8 Comparative performance evaluation of other existing methods

Existing reference Methods Sensitivity Specificity Dice MAE EMφ Sm

Ronneberger et al20 U-Neta 0.534 0.858 0.439 0.186 0.625 0.622

Oktay et al21 Attention-UNeta 0.637 0.744 0.583 0.112 0.739 0.744

Schlemper et al22 Gated-UNeta 0.658 0.725 0.623 0.102 0.814 0.725

Li et al23 Dense-UNeta 0.594 0.655 0.515 0.184 0.662 0.655

Zhou et al24 U-Net++a 0.672 0.722 0.581 0.120 0.720 0.722

Deng-Ping Fan
et al19

Inf-Net 0.692 0.781 0.682 0.082 0.838 0.781

Deng-Ping Fan
et al19

Semi-Inf-Net 0.725 0.800 0.739 0.064 0.894 0.800

Our method DNN (specific background and infected
region)b

0.701 0.942 0.757 0.082 0.867 0.783

aModels are analysed in Reference 19 using 45 training images and 50 test images.50
b589 824 training point from 30 images and 20 test images,17 30 test images.19

16 SELVARAJ ET AL.



6 | CONCLUSION

In this paper, we propose a DNN model for COVID-19
detection from the lung's CT axial view image. The pro-
posed method has adopted the ZM for shape features,
GLCM for texture feature and specific- region for
selecting the training points, precisely to extract the
unique information from the CT image. Our design gives
an effective detection of the COVID-19 infection in the
lungs and an appropriate tool for radiologists to define
the infection stage/percentage. Our model provided bet-
ter results with limited number of training points. The
average test dataset performance reached 70%, 94%, 86%
and 78% in terms of Sensitivity, Specificity, EMφ and Sm,
respectively. With the proposed method, the average per-
formance is improved in terms of Sensitivity, Specificity,
Dice and EMφ by 10.9%, 26%, 24.7%, and 16.5%, respec-
tively in comparison to other popular deep networks such
as U-Net, Gated-UNet, Dense-UNet, U-Net++, Inf-Net,
Semi-UNet. Moreover, these popular deep networks need
a larger number of images for training dataset to main-
tain the model performance. From the results and higher
evaluation metrics, it is evident that the proposed model
performed significantly well with much smaller number
of training points in the training dataset. The limitation
of our model is the difficulty in detecting the GGO from
the poor contrast CT images which require additional
features and enhancement methods to provide more
detailed information. In future, the inner structure infor-
mation can be extracted using unique texture features
and added to the training dataset to improve the perfor-
mance of the DNN model and also to overcome the
limitations.
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Abstract—Endo-osseous implants are considered an ideal 

dental fixture. It is becoming the preferred choice of the 

edentulous patient to rehabilitate toothlessness because of their 

aesthetic and functional outcome. Despite the successful surgery 

and implant placement, complications occur, which may be 

related to several factors, like operative assessment, treatment 

planning, patient-related factors, surgical procedures, and 

surgeons' experience. Comprehensive radiological assessment 

plays a vital role in clinical analysis for better treatment 

planning, avoiding complications, and increasing the Implant's 

success rate. However, despite the variety of dental imaging, 

choosing the right imaging technology has become difficult for 

clinical experts. The investigative survey conducted in this paper 

aims to determine the correlation between different imaging 

modalities, their essential role in implant therapy. This review 

extensively discussed which types of computational operations 

applied to image modalities in the existing literature address 

various noises and other relevant issues. These study findings 

reveal significant issues with various dental imaging modalities 

and provide an understanding to bridge all existing research 

gaps towards building cost-effective classification and predictive 

models for accurate dental treatment planning and higher 

implant success rates. 

Keywords—Dental implant; complication; implant failure; 

dental imaging; pre-processing 

I. INTRODUCTION 

It is said that the mouth is a mirror of health that reflects the 
health condition of a person, or in other words, it is a 
cautionary system for disease. The mouth consists of both teeth 
and gums; their health condition is significant for oral health as 
poor oral health leads to various fatal diseases, too [1]. Apart 
from the fatal diseases, an issue of Edentulism-
(toothlessness) is found in both kids, adults, and old aged 
people due to respective reasons leads to the inconvenience of 
chewing the food so, poor nutritional intake and as a result a 
poor health condition [2]. However, the stage of Edentulism 
also creates an issue of the hollowness of speaking-
(pronunciation) along with other discomforts [3]. The 
traditional treatments of bridging and dentures were adopted 
for a long time as this was only a choice of treatment for the 
condition of Edentulism. However, the modern technique, 
namely dental implant surgery, is gaining popularity as an 
alternative solution to meet the deficiency of natural teeth by 
artificial tooth replacement [4].The dental implant procedure is 
based on the conception of direct contact between bone and the 

metal implant-(osseointegration), whose ultimate objective is 
to restore all the functional and aesthetic aspects [5]. An 
extensive planning and clinical examination performed by the 
dentist before surgery as a minor causality may cause serious 
harm to the patient. Therefore, an implant's success depends on 
several mutual factors, like implant region, bone quality, 
medical history of patient, skills, and the surgeon or dentist's 
experience. One of the significant challenges in dental 
implantation practice is the complex surgical procedures, 
which require preoperative and postoperative evaluation for 
achieving a higher success rate in dental implants [6]. The 
preoperative evaluation includes various factors such as the 
patient's general health conditions, bone quality, alveolar bone 
axis, and transplant site. The postoperative evaluation is carried 
out after the implantation to prevent any bias and risk of 
failure. Medical imaging technology plays a crucial role in the 
preoperative evaluation process. It provides the patient's 
anatomical details for the dental Implant-based on the 
maxillofacial structure and the two-dimensional geometric 
projection, helping clinical experts decide whether the implant 
surgery is suitable for the patient [7]. A systematic 
radiographic evaluation can provide an effective direction for 
precise positioning, which has important clinical significance 
in terms of accuracy and functional and aesthetic effects of the 
Implant [8]. Many imaging techniques are used in clinical 
dentistry practices, including conventional radiographic images 
and Computed Tomography (CT) for preoperative assessment 
and analysis of the complex jawbone structures. However, each 
imaging modality has some advantages and limitations too. 
Therefore, choosing the most suitable imaging method for 
dental implants is still tricky in dental practices. Another major 
issue is that the dental imaging is mostly associated with the 
poor image quality and superimposition factors that need to be 
process with an effective image enhancement and pre-
processing techniques. In order to make the dental image 
representation more explanatory, several studies on dental 
image analysis have been conducted using digital image pre-
processing methods. The proposed study aims to determine the 
prevalence of digital imaging modalities in dental implants and 
how they can help improvise the dental implant success rate. 
Therefore, this paper conducts a review analysis to highlight 
the importance of various imaging modalities and pre-
processing techniques to explore the research gap. The rest of 
the sections of this paper are organized as follows: Section II 
discusses the background highlighting complications in the 
implant procedure and dental implant failures. This section also 
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discusses how to improvise the dental implant success rate by 
prediction using image analysis. Section III presents a thorough 
analysis of what kinds of dental imaging are used and for what 
purposes. A comprehensive analysis is conducted on dental 
imaging modalities to highlight their importance and 
limitations in this section. Section IV presents an analysis of 
the current state-of-the-art, observing the trends towards 
adopting radiography and cone-beam computed tomography to 
avoid anatomical structures critical to dental implant surgery. 
Section V discussion and perspective are presented. In this, 
significant research direction based on evidential proofs, open 
research issues, and inferences is explored to develop effective 
predictive models to benefit dental implant practitioners. 
Finally, the overall contribution of this paper is concluded in 
Section VI. 

II. STUDY BACKGROUND 

Success and failure are two critical terms in dental 
implantology. The term implant success can be an ideal clinical 
setting, meaning that the Implant is into the jawbone and 
functions well and pleasingly. The term implant failure refers 
to the loss of osseointegration. Another statement is that it is an 
initial instance at which the Implant's efficacy, evaluated 
quantitatively, drops below a cut-off value or specified level 
[9].Dental implants may fail for various reasons, with the scope 
that distinguishes between complications and implant failures. 
This study uses the term implant failure, which is the complete 
loss of osseointegration, and the severity of implants that 
require to be removed from the implant site. In order to avoid 
any form of ambiguity, the study made a distinction between 
discussing implant failure and complications. Implant 
complications can be stated as an event that requires 
quantifiable clinical attention, and if such measures are not 
taken, the outcome of the implant therapy may be impaired. 
Implant complications may be caused due to poor patient 
selection, inadequate pre-assessment of the patient. Also, the 
degree of complications that are difficult to control may lead to 
implant failure. Therefore, through the proper patient selection 
and treatment planning, surgical fixing of implants can provide 
long-lasting functional and aesthetic restoration to the 
Edentulous Patient. Various studies have attempted to identify 
and quantify the rate of dental implant-related complications. 
However, to date, no single standard system for classifying 
dental implant-related complications. The authors in [10] 
discussed specific categories of complications related to dental 
implants. Existing studies [11-14] suggested the classification 
of complications associated with implant therapy considering 
all factors and causes. Other studies [15-16] considered the 
classification based on the particular phase of implant 
treatment that they tend to occur. The work carried out in [11] 
and [6] performed a classification of complications based on 
surgical, bone loss, implant loss, peri-implant soft tissue 
mechanical factor, and aesthetic/phonetic factor. In [13], the 
authors discussed the classification of dental implant 
complications, mechanical, technical, and biological. 
Classification of Surgical complications, Biological 
complications, and Restorative complications is carried out in 
[14]. The existing work of [15][16] discusses surgical 
complication based on three factors viz. i) implant treatment 
associated (wrong angulation, the judgment of improper 

implant-site, and lack of Communication among dental 
disciplines), ii) anatomy associated (nerve injury, bleeding, 
Sinus membrane complication, and devitalization of adjacent 
teeth), and iii) procedure associated-(Mechanical 
complication), lack of stability, mandibular fracture, aspiration, 
and ingestion. The authors in [17] discussed reversible 
complications are obstructions that are either temporary or 
easily fixed. 

A proper surgical procedure analysis, including careful 
radiograph analysis, is significant to reduce the possibility of 
any implant complications and dental implant failure. Closer 
evaluation of dental radiographs helps to establish an 
appropriate treatment strategy for implant patients [18]. Several 
reviews and remarks have been given since the past few 
decades that described the significance of imaging techniques 
in dental disciplines [19-20]. Dental imaging plays a major-role 
in implant procedures to determine comprehensive information 
about the patient's maxillo-facial area to understand whether 
the surgical procedure is suitable for the patient. However, the 
role of imaging is not limited to determining only the maxillo-
facial area but also at different stages of the treatment 
processes, leading to the ease of surgical practice towards 
achieving higher success in dental implants [21-22].Imaging in 
dental treatment stage-1 subjected to patient diagnosis and 
clinical analysis conducted before implant surgery. Imaging 
evaluation assists the dentist in making a clinical decision and 
effective treatment planning based on past radiographs, 
medical history, and new radiographs evaluations that 
determine bone angulations, quality of bone, the critical 
structure of the maxillo-facials, presence of disease, and 
analysis of the implant site. In dental treatment phase-2, the 
role of imaging is to care about surgical intervention by 
assessing the surgical site and implant position during and after 
surgery and estimates the duration required for healing. Phase-
3 of dental treatment begins after the intra-operative 
assessment and continues until the Implant remains in the jaw. 
At this stage, dental imaging helps determine the care plan. If 
any changes or complications are noted during this period, the 
necessary clinical steps are taken to prevent any possibility of 
the risk of failure. 

However, despite the variety of dental imaging, choosing 
an appropriate imaging technique has become a challenging 
task for clinical experts. Each imaging modality is associated 
with certain advantages and limitations. One of the major 
issues encountered in the dental image is the poor image 
quality due to poor contrast, uneven illumination, low 
resolution, and noise inclusion during the dental image 
acquisition process. In order to avoid any ill-effect, the 
radiation is kept low while taking the dental X-ray. The dental 
x-ray constructed at low-radiation generates very poor-quality 
images with lower contrast and brightness, causing visibility 
differences during analysis. The specific noises during the 
radiography cause degradation to the dental image. [23]. 
Therefore, an effective mechanism should be implemented to 
enhance the quality of the image that can provide a significant 
clinical analysis in dental implant surgical procedures. The 
criteria that need to be considered as follows: 
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 The dental image must provide cross-sectional 
interpretations that describe the spatial relationships 
between internal structures. 

 The dental radiograph should not be compromised with 
distortion to a greater extent. However, the smallest 
distortion can be considered with a predictable average 
error to obtain a quantified analysis and precise 
measurement. 

 It should provide an accurate description of bone 
density and cortical plate thickness to achieve the 
initial equilibrium and stability in the Implant. 

 Radiography must provide higher dimensional 
accuracy in implant treatment procedure that includes 
analysis of implant placement site, pre-existing 
pathological condition of the patient, and evaluation 
alveolar thickness. 

 The imaging tool should be available/provided at a 
reasonable price, and radiology doses should be as 
little as possible. 

At present, there is various research works carried out 
towards dental imaging. However, there is always an 
impediment towards accurate diagnosis when it comes to 
medical image processing, as it demands a higher degree of 
accuracy. Hence, the prime statement of the problem of the 
proposed study is "To explore the strength and effectiveness of 
existing methodologies associated with dental imaging 
approach with respect to classification." The next section 
discusses about the different dental imaging modalities 
highlighting their advantage and limitations. 

III. DENTAL IMAGING MODALITIES 

In this modern era, a variety of imaging technologies are 
widely used in the dental field. The traditional implant 
practitioners depend on 2D radiography. The advancement in 
imaging technology provided a 3D imaging technique, which 
offers advanced clinical evaluation in dental implants [24] and 
[25]. This section presents the adoption of verities of imaging 
modalities and their uses in different dental implant disciplines. 

A. Conventional Imaging Modalities 

Two-dimensional conventional imaging aims to 
complement the clinical analysis in dental implants by gaining 
a deep understanding of the internal teeth structure and alveolar 
bone. The different conventional imaging modalities are 
illustrated as follows: 

 Periapical Radiography-It offers a systematic detail 
about the anatomical structures like teeth and 
surrounding tissues around the implant site. It is used 
for preoperative assessment to understand the implant 
area's structure, vertical height, and bone quality. 
However, these imaging modalities may be difficult to 
adopt due to accurate instrument positioning support's 
unavailability. This imaging technique is associated 
with distortion and magnification, limiting the 
quantified bone quality assessment, and suffers from 
providing accurate spatial relationships between 
internal overlapping dental structures [26]. 

 Cephalometric Radiography- This helps to capture the 
image of the head with the mandible in a lateral view 
to examine the associations between teeth, jaw, and the 
remaining part of the facial skeleton. This technique 
outlines the geometrical structure of the anterior 
alveolar region. The limitation is that it only displays 
cross-sectional images of bones associated with low 
magnification and overlapping issues [27]. 

 Panoramic Radiography- It is an x-ray radiography 
image that captures the entire mouth structure in a 
single image representation using a tomographic 
technique. It visualizes both maxillary-(upper jaw) and 
mandibular-(lower jaw) dental curves and supporting 
structures. It is mostly adopted as an initial screening 
x-ray image to assess dental and bone support, identify 
affected teeth, and the condition of dental implants. 
This imaging technique is primarily used in the 
preoperative assessment to depict jaws in a single 
radiograph film or a charge-coupled device image 
receptor [28]. The distinct advantage of the panoramic 
imaging technique is that it offers a low patient 
radiation dose and is cost-effective in terms of time and 
computation complexity. It involves easy functioning 
and takes little time to capture the entire image of 
dentition in a single film or image receptor. Like other 
conventional radiography imaging techniques, it also 
has some limitations. Since this imaging technique is 
an extra oral technique, it does not provide delicate 
anatomy than periapical radiographs. It suffers from 
the issues like geometric distortion, superimposition, 
and magnification. Some other problems, like 
positioning error and technical/ processing error during 
panoramic radiography [29]. 

 Digital Radiography- It is direct digital radiography 
carried using several functional units that includes x-
ray–sensitive plates, sensors, mechanism of dividing it 
into electronic segments, and transferred to a computer 
to present and store the image. Compared to 
conventional imaging modalities, direct digital 
radiography offers good image quality with very little 
radiation. Few studies have mentioned that the overall 
reduction of radiation dose is up to 80% [30] and about 
50% to 70% radiation reduction in intra oral and extra 
oral digital imaging [31]. Direct digital radiography has 
reduced processing time; images can be obtained 
immediately during the surgical procedure. Since this 
image is stored and processed in a computer, it can be 
manipulated with software programs to obtain 
enhanced visualization and accurate measurement. 
However, one of the significant disadvantages of 
digital radiography techniques is that the localization 
of sensors in the implant site sometimes becomes very 
challenging due to sensor size and positioning of the 
connecting cord. 

Various conventional imaging modalities are discussed 
above. The limitation of conventional technology is that it 
encounters the superimposition of overlapping structures. The 
overlapping structure is caused due to the depiction of three-
dimensional maxillofacial structures onto a two-dimensional 
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image plane, which results in the loss of spatial information 
that complicates the identification of objects of interest. The 
next sub-section discusses the applications and advantages of 
advanced imaging modalities in dental treatment. 

B. Advanced Imaging Modalities 

The conventional imaging modalities provide evidence for 
routine dentistry practices. Advanced imaging mechanisms are 
needed to demonstrate more information, complex diagnostics, 
and dental implant treatment plans. Hence, several techniques 
have changed the diagnosis and treatment planning strategies 
of dentistry. Some advanced dental imaging modalities are 
given below: 

 Computerized Axial Tomography (CAT) - This is a 
unique X-ray imaging mechanism named computed 
tomography (CT), displaying the detailed images of the 
patient's anatomy with hard-and-soft tissues of the 
maxillofacial region. The CT uses multiple X-rays to 
construct a two-dimensional maxillofacial region and is 
converted into a three-dimensional image through 
processing. CT can obtain multiple, cross-sectional 
image-(slices) and generate high-contrast resolution 
images without suffering from superimposition and 
noise issues [32]. CT scans used to determine the 
quality of bones and the arrangement of teeth that 
cannot be efficiently obtained by the periapical 
imaging technique. CT identifies the diseases and 
immediacy of critical structures where implants are 
placed with the differentiation of tissues for analysis. 
The limitation of CT radiographs is that it has higher 
radiation exposure, high scan cost, and may not 
provide a good view of the small fissure resulting in 
false-negative readings [33]. 

 Magnetic Resonance Imaging (MRI) - MRI includes 
radio waves and adopts hydrogen atoms ‘behaviour 
within a large magnetic field to look at body regions 
and generates an MR image of the internal structure. 
MRI represents soft tissue differences with high 
contrast sensitivity, which makes it advantageous over 
CT imaging. MR images can distinguish minor 
alveolar ducts and the contours between cortical bone 
and cancellous bone, thus obtaining necessary 
information about the maximum implant length, angle, 
and stability [34]. The MRI in the dental implant 
procedure seems to be an effective mechanism for 3-D 
imaging as it avoids the radiation risk of CT imaging. 
The adoption of MRI depends on the specific use 
conditions for an accurate diagnosis. The MRI achieves 
a flexible acquisition plane without changing image 
quality and resolution. However, MRI is susceptible to 
artifacts, distortion, and signal loss due to high 
magnetic susceptibility materials, while dental 
amalgam has little effect [35]. 

 Cone Beam Computed Tomography (CBCT) – CBCT is 
a variation of conventional CT. The application of 
CBCT is mainly for carrying diagnosis and planning of 
surgery in dental implants. One scan can produce many 
images of the area-of-interest. CBCT involves the 
mechanism of a cone-shaped-X-ray-beam moving 

around the patient to produce a large number of 2D 
views of ROI, and it is then converted into a 3D view 
using a cone-beam algorithm. CBCT in dentistry offers 
a high-resolution representation of bone and teeth, 
giving a spatial relationship between the adjacent 
structures. CBCT is used to evaluate osseous disease 
and identify jaw bone infections and diseases that help 
perform risk-free surgery, i.e. complications (pain and 
swelling) [36]. CBCT includes fast scanning 
procedures associated with lower radiation dose, lower 
scan cost and DICOM compatibility and has reduced 
metal product interference than other methods [37-38]. 
The limitation of CBCT is that it has a limited contrast 
range, gives fewer details of internal soft tissues, and 
has a large noise factor and artifacts. 

C. Primary Findings 

All the imaging methods have a vital role in dentistry 
applications. The conventional 2D and advanced 3D 
radiographs provide necessary information for dental treatment 
and Implant, while a dental digital panoramic image can offer a 
clinical diagnosis of the jawbone. The significance of digital 
panoramic imaging is that it has a low radiation dose and 
shorter exposure time [39]. But intraoral imaging has issues 
like low image quality, variable magnification, and ghost 
images. The superposition of the upper cervical spine is the 
main limitation of panoramic X-ray photography [40], and 
osseointegration cannot be detected due to overlapping issues 
[41]. Hence, it is limited to preoperative diagnostic, leading to 
implant failure [42]. Hence, implantation surgery may 
compromise the health of nearby soft tissues and cells [43]. 
The use of CT and CBCT is described in [44-45] over 2D 
radiographs to assess complex structures like the maxillary 
sinus. However, the limitations of these imaging modalities are 
i) not available in many local hospitals due to higher cost and 
multi-disciplinary technical requirements. The researchers also 
informed that the patients were exposed to higher radiation 
doses when CT examination is done than of 2D digital imaging 
and CBCT examination. Some research works also compared 
CBCT and digital panoramic imaging to assess the bone height 
towards planning treatment in different dental implant phases 
[46] and revealed that digital panoramic is self-sufficient to 
describe the incisor area but lacks in the canine area. Also, [47] 
have performed a comparison of error estimation and found 
CBCT has a better result, which holds a low average 
preoperative assessment error in the maxillary area than the 
digital panoramic imaging technique. 

IV. STATE-OF-THE-ART REVIEWS 

This section presents a review study on the state-of-the-art 
in the context of digital radiographs adopted in dental implant 
surgery. Digital radiography is cost-effective and is used in 
dental radiography. The study (Choi et al. [48]) investigates the 
impact of enhancement over periapical radiographs by 
considering three pre-processing techniques for diagnostics. 
The outcome gives quality differences between the processed 
image and the input image. A work of (Hao et al. [49]) 
considered denoising CBCT dental images where improved 
non-local means filtering is applied [49]. The outcomes 
demonstrated in terms of PSNR and MSE. The segmentation 

https://febs.onlinelibrary.wiley.com/doi/toc/10.1002/(ISSN)1742-4658(CAT)StateoftheArtReviews(VI)SoAReviews
https://febs.onlinelibrary.wiley.com/doi/toc/10.1002/(ISSN)1742-4658(CAT)StateoftheArtReviews(VI)SoAReviews
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operation over digital radiograph image is performed in (Cunha 
et al.) for the accurate visualization of dental Implant and 
crestal bone line [50]. A contrast enhancement over Digitized 
film-based panoramic dental image using the CLAHE-
Rayleigh is found in the study of (Suprijanto et al.). The study 
outcome shows that this method has achieved better 
performance in terms of PSNR [51]. The authors in the study 
of (Yin et al.) have used approaches of noise filtering technique 
for CBCT image based on thresholding mechanisms and 
wavelet transform [52]. (Mortaheb and Rezaeian) introduces an 
automated dental CT image approach for identifying the 
vertical structure and arrangement of the teeth [53]. The study 
(Lamecker et al.) focuses on automated segmentation operation 
for Computer-assisted craniomaxillo facial surgery using cone-
beam volumetric tomography-(CBVT) dental image [54]. A 
noise that occurred by positioning error in the digital 
panoramic dental image is considered in the work of (Amiri 
and Moudi et al.) and (Kandan and Kumar), which achieves 
better visualization of the roots of maxillary teeth in the digital 
radiograph [55-56]. The work carried out by (Naik et al.) used 
the histogram equalization technique for enhancing the overall 
visualization of the digital radiographs for accurate analysis of 
the bone structure and quality [57]. The authors (Kamezawa et 
al.) used a multiple noise filtering approach for CBCT imaging 
for exposure radiation dose reduction in an automated guided 
patient positioning system [58]. An edge enhancement-based 
pre-processing technique is applied on panoramic X-Ray in the 
study (Jufriadif et al.) to detect proximal caries [59]. The work 
of (Supriyanti et al.) used a point processing mechanism for 
contract stretching of a digital panoramic dental image [60]. In 
the study of (Khatter et al.), the authors have applied a multi-
scale retinex mechanism over CBCT to perform a precise 
assessment of root canal anatomy for endodontic therapy [61]. 
An image pre-processing I2I scheme based on neural network 
architecture is adopted in the research work of (Zhao et al.), 
which considers generative adversarial networks (GAN) to 
suppress ring artifacts [62]. Mean-shift algorithm-based image 
segmentation is adopted in the study of (Gunawan et al.). The 
authors have identified a fuzzy region in the segmented image 
and performed fuzzy merging processes based on similarity 
measurement [63]. A work towards brightness preserving in 
dental digital periapical images using entropy and histogram 
analysis is found in the study of (Qassim et al.) [64]. A most 
recent research work carried out by (Abdallah et al.) [65] have 
used Anisotropic filtering to eliminate noise, and Contrast 
Limiting Adaptive Histogram Equalization (CLAHE) to 
enhance contrast, and sharpness of the dental panoramic image. 

V. DISCUSSION AND PERSPECTIVE 

Several radiographic modalities were described with their 
respective features and limitations. Each has its applicability in 
respective dental conditions to assist the dentists in planning, 
evaluation, and implant treatment. A precise strategy can 
reduce the surgical complexity and postoperative 
complications and lead to higher success considering both 
aesthetic and functional aspects. Therefore, suitable 
radiographic selection plays an important role, and the 
advanced 3D radiograph technique provides all the functional 
utilities compared to the conventional radiograph technique. 
Due to the cost factor, digital, panoramic radiography is in 

wide use. However, advanced imaging modalities like (MRI, 
CT, and CBCT) provide better visualization and compatibility 
with analysis tools so that many complementary and significant 
information for successful dental implant planning is made 
available. The MRI facilitates precise localization of the 
complex structures and useful when the differentiation of soft 
tissue analysis is requiring, but it carries artifacts like 
geometric distortion. CT imaging is more suitable for the 
analysis of bone quantity and quality because it can quickly 
cover the expanded anatomical area and generate images with 
reduced noise caused by the patient's movement. The advanced 
and recent modality, namely, Cone Beam CT (CBCT), offers 
fast data acquisition of the complete field of view with minimal 
radiation exposure. It is useful in the diagnosis and Endodontic 
treatment. In all the above discussed, dental imaging modalities 
suffer image quality degradation due to various factors like 
superimposition, geometric distortion, loss of signal, contrast, 
motion artifacts, and positioning errors that cause challenges 
during interpretation. The efficient pre-processing techniques 
can enhance image quality; thereby, significant interpretations 
for accurate treatment planning in the pre-assessment phase 
during surgery can be achieved. The post-surgery complication 
can be avoided to illuminate the possibilities of implant failure. 

A systematic review of existing research literature with 
these imaging modalities is inferred, used while proposing 
models for segmentation of ROI and classification of complex 
anatomical structures of the oral region. This paper potentially 
identifies the trend of the pre-processing techniques adopted 
and also found that both 2-D dental radiographs and CBCT are 
advantageous over other modalities. It is recommended that 
adopting 2D dental imaging with an efficient pre-processing 
technique for enhancement will be a better choice in implant 
treatment planning and surgical process until CBCT matures. 
In the future, CBCT with efficient pre-processing for 
enhancement and noise filtering may provide a way better path 
towards an effective modality for successful dental 
implantation. 

A.  Research Gap 

Based on the above discussion and review analysis, the 
significant open research problem is highlighted as follows: 

No standard open-source dataset is available for the 
analysis of CBCT. In most research works, the dataset was 
either collected from the hospitals or considered based on the 
experimental setup. It has also been seen that few research 
works have considered dental image data from internet sources. 

 Most image enhancement techniques are in the 
transform domain so that some artifacts may appear in 
the output image. As a result, it may lead to over-
enhancement and issues related to the edge of the 
image. 

 Lack of novelty is analyzed in most of the existing 
literature subjected to dental image pre-processing 
tasks. Most of the existing research works follow a 
similar pattern towards pre-processing the medical 
image. An improvement and optimization mechanism 
should be considered. 
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 The research works towards a predictive model have 
also not focused on the computational complexity 
associated with their prediction model for classification 
of the anatomical structure in preoperative assessment 
for the Dental Implant. 

 Analysis of dental Images based on consideration of 
suitable parameters is missing in the existing literature. 
In order to perform effective image analysis, 
researchers must Analysis and evaluate image quality 
based on the HSV feature and statistics error metrics 
like Peak-Signal-to-noise-ratio, MSE-(Mean square 
error), SNR-(Signal to noise ratio), CNR-(Contrast to 
noise ratio), SD-(Spectral Distance) and SSIM-
(Structural Similarity index.). 

 Standard benchmarking is also missing in most of the 
existing image pre-processing methods. 

VI. CONCLUSION 

A dental implant is a complicated procedure that involves 
multi-disciplinary activities for treatment and surgical 
planning. Appropriate knowledge and understanding of the 
complexity and evaluation of implant failure factors is crucial 
for dental practitioners. Apart from this, digital imaging 
analysis is critical stage clinicians need to understand the 
technical parameters. However, equally, it is essential to 
manipulate these dental radiographs using a suitable pre-
processing mechanism to know the potential factors associated 
with each stage of implant treatment. This paper has presented 
an investigative review analysis of different complications 
factors, various dental imaging modalities, and state-of-art pre-
processing techniques. Finally, the proposed survey also 
explored the significant issues in the existing literature and 
discussed the significant point of highlighting the open 
research problem. Therefore, the proposed review works 
provide an effective future research direction for establishing 
predictive models with effective pre-processing schemes to 
benefit dental implant practitioners. 
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A B S T R A C T   

A UWB filtering antenna (or filtenna) with a band-notched characteristic has been proposed in this paper. A 
square-shaped-stepped patch UWB antenna and an inverted T–shaped bandpass filter based integrated filtering 
antenna (IFA) with band-notch characteristic has been designed and fabricated. The size of the proposed filtenna 
is the same as the UWB patch antenna. The UWB patch antenna has a bandwidth from 3 GHz to more than 14 
GHz. A UWB filter having a notched band is proposed and integrated with the primarily offered square-shaped– 
stepped patch antenna to design an IFA for UWB wireless communication system. The filter is placed on the 
feeding position of the patch antenna, and the output of the filter is coupled with the radiating patch to achieved 
the desired result. Proposed filtenna achieves circular polarization, minimum of 14 dB out of band gain rejection, 
and a notched band from 5.55 to 6.98 GHz, which avoids the interference from Dedicated Short Range 
Communication (DSRC) applications. A wide axial-ratio bandwidth (AXBW) from 3.1 to 5.5 GHz and 7–9.8 GHz 
along with a maximum gain of 6.8 dBi within the operating frequency range of the proposed filtenna has been 
achieved.   

1. Introduction 

Filters and antennas are among the essential elements of an ultra- 
wideband (UWB) wireless communication device. Modern UWB an-
tennas should have a small size to make them suitable for small portable 
devices. Planar microstrip antennas printed on the circuit board are a 
better option for many wireless communications. Microstrip antennas 
are ideal for UWB applications because they are featured with a low 
profile, lightweight, inexpensive, and ease of fabrication. Planar an-
tennas with different shapes and different types are widely reported as 
they demonstrate the fundamental features related to UWB technology 
[1]. 

There are chances to receive undesired adjacent frequency compo-
nents by the antenna, which will affect the receiver performance. A 
bandpass filter with notch band characteristic is needed to suppress the 
unwanted signals. On the other hand, it is increasingly popular to 
integrate the bandpass filter and antenna into a single module to reduce 
the insertion loss as well as the size of the system. As a result, some 
filtering antennas are reported having a filter-like frequency response 
[2–5]. The microstrip antenna is integrated vertically with differential 

resonators [2], open stubs, and parasitic strips [3], shorting vias [4], and 
the multi stub feed [5] for creating band-notch characteristics. Micro-
strip patch filtering antennas [6–9], filtering horn antennas [10–11], 
filtering planar ultra-wideband (UWB) antennas [12–14], substrate in-
tegrated waveguide (SIW) filtennas [15–16], and filtering slot antennas 
[17] are reported in the existing literature. In some cases filter based on 
stub-loaded open-loop resonator [18–19] have been used to create 
multi-band and band-notches. These designs are based on the filter 
synthesis approach. This method can provide a satisfying filtering 
response, but antenna gain and radiation of antenna degraded due to the 
interference and insertion loss of the filter. Another approach is to 
design the filtering antenna by introducing simple parasitic elements or 
resonators into the radiator or its feeding circuit. Since there is no 
requirement of other specific filtering circuits, the resultant designs have 
lower insertion loss and a more compact size. Many filtering antennas 
are designed using this approach, but most of them are unidirectional, 
and no out of band gain rejection characteristic. 

This paper proposes an ultra-wideband filtering antenna having 
band-notched characteristics and an omnidirectional radiation pattern. 
To avoid the interference between the dedicated short-range 
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communications (5.9 GHz is assigned for DSRC applications) and UWB 
systems, a notch band filter in UWB systems is necessary. However, the 
use of filters in the UWB system increases the complexity and overall 
size. A choice to overcome this problem is to create a band-notched in 
the UWB antenna. But it cannot provide an out of band gain rejection 
and circular polarization. Thus for out of band gain rejection and cir-
cular polarization, proposed a band-notched filtering antenna. A band- 
notched filter is used by replacing the feed line of the proposed 
square–shaped stepped patch UWB antenna. The size of the proposed 
filtenna is the same as the square–shaped stepped patch UWB antenna. 
This paper is organized in four sections. Section–2 includes the design of 
a square-shaped stepped patch UWB antenna. In this section, the fabri-
cation of antenna and measured results are also presented. In section–3, 
an inverted T-shaped notch band UWB filter [20] and their results are 
discussed and presented. In section–4, we proposed a UWB filtering 
antenna with a notched band by integrating the UWB antenna to the 
notch band filter. Simulated and measured results of the proposed 
filtering antenna with a notched band are discussed and presented. In 
the last section, the conclusion of the paper is presented. 

In this proposed Filtenna an UWB antenna has been integrated with 
notched band UWB bandpass filter based on inverted T-shaped Multiple 
Mode Resonator (MMR) to achieve controllable one band-notched 
characteristics along with an added advantage of circular polarization 
unlike many others proposed antenna on a single integrated platform. 

2. Proposed a square-shaped stepped patch UWB antenna 
without integration of BPF 

The design structure of the proposed antenna is shown in Fig. 1. The 
printed circuit board of Rogers 4350 having εr = 3.38 and tanδ = 0.0037 
is used to design the antenna, where εr is relative dielectric constant and 
tanδ is loss tangent of the material. The thickness of the substrate ma-
terial is 1.524 mm. The size of the antenna is 32× 27× 1.524 mm3. 
ANSYS HFSSv15 [21] software is used to simulate and analyze the an-
tenna. The proposed design consists of the microstrip-fed square-shaped 
stepped patch. The top portion of the square-shaped patch is stepped, 
and the lower part of the patch is arc-shaped. A square-shaped stepped 
patch is chosen as it is compact and gives ultra-wideband response 
usually. The radiating patch is connected with a microstrip feed line of 
50 Ω characteristics impedance. On the bottom of the substrate, partially 
conducting ground plane is used to design. On the top edge of the 
partially conducting ground plane, a rectangular slot is cut for proper 
impedance matching, as shown in Fig. 1(b). Due to this additional 
rectangular slot provide the coupling over a broad frequency range be-
tween radiating patch and ground plane. 

In Fig. 1, the golden color shows the metallic part, and the white 

color shows the dielectric substrate. Fabricated view of the proposed 
antenna is given in Fig. 2. The various optimized values of the proposed 
antenna are given in Table 1. 

Fig. 3 shows the compared return loss between measured and 
simulated results of square-shaped-stepped patch UWB antenna. |S11| is 
experimentally measured with Agilent N5230A vector network 

Fig. 2. Fabricated design of proposed UWB antenna (a) Top view (b) Bot-
tom view. 

Fig. 1. Design structure of the proposed UWB antenna (a) Top view (b) Bot-
tom view. 

Fig. 3. Measured and simulated reflection coefficient of the proposed 
UWB antenna. 

Table 1 
Parameter values of the proposed UWB antenna.  

Parameters Values (mm) Parameters Values (mm) 

L13  3.6 L14  14 
L15  2 L16  3 
L17  4 L18  4.3 
L21  6.5 L22  17.7 
L23  32 L24  10.35 
L25  11.14 L26  3.86 
L27  2.07 W 27 
W11  8 W12  1.4 
W13  2.2 W14  11.14 
G 0.8 – –  
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analyzer. It is observed that the proposed antenna achieved substantial 
impedance bandwidth from 3 GHz to more than 14 GHz, considering 
− 10 dB as a reference level. Measured and simulated results are in close 
agreement with each other. 

Fig. 4 shows the surface current distribution of the radiating patch at 
different frequencies. It is observed from Fig. 4 that the upper and lower 
part of the patch has the maximum current density. Due to the same 
phase, they are combined and provide substantial bandwidth (>14 
GHz). Fig. 5 shows normalized Co- and Cross-polarized far-field radia-
tion pattern of square-shaped-stepped patch UWB antenna at different 
frequencies in XZ-plane (E-plane) and YZ-plane (H-plane). We can 
observe that an isolation of more than 30 dB in the main lobe direction in 
E-plane while it more than 100 dB difference between the Co– and Cross- 
polarized radiation pattern in H-plane which advocates that the pro-
posed patch antenna is linearly polarized. 

3. UWB bandpass filter based on inverted T-shaped multiple 
mode resonator (MMR) 

An inverted T-shaped ultra-wideband bandpass filter based on mul-
tiple mode resonator is proposed and discussed in this section [20]. The 
proposed filter has a controllable notch-band characteristic. This filter is 
integrated with the square-shaped-stepped patch UWB antenna to make 
filtering antenna (or filtenna). The design process and results of the UWB 
bandpass filter are presented in this section. The filter bandwidth is from 
3.145 to 11.01 GHz with a frequency notch band from 5.74 to 6.98 GHz. 
The relative dielectric constant of substrate material, substrate thickness 
and substrate width of the filter is the same as a square-shaped-stepped 
patch UWB antenna. The motive of selecting similar material is to have 
easy integration of this filter with the antenna to make filtenna or 

integrated filtering antenna (IFA) on a single board. 

3.1. MMR structure and analysis of notch–band UWB bandpass filter 

Four open stubs connected with inverted T-shaped MMR are shown 
in Fig. 6(a). Due to the symmetrical structure of the proposed resonator, 
many possible applications can find in the tunable band, harmonic 
suppressed BPFs, UWB, and dual-band bandpass filters. The proposed 
MMR has symmetry across AA’ as shown in Fig. 6(a), so the odd mode 
and even mode analysis is used to analyze the structure. For odd-mode 
excitation shown in Fig. 6(b), one end of the MMR is grounded 
because zero voltage is obtained in the middle part of the resonator. In 
the case of even mode excitation shown in Fig. 6(c), one end of the 

Fig. 5. Measured and simulated Co- and Cross-polarized radiation pattern of 
proposed antenna at (a) 3.5 GHz (E-plane) (b) 3.5 GHz (H-plane) (c) 8.5 GHz 
(E-plane) (d) 8.5 GHz (H-plane) (e) 10.5 GHz (E-plane) (f) 10.5 GHz (H-plane). 

Fig. 4. Current distribution of square-shaped-stepped patch UWB antenna at 
frequencies (in GHz) (a) 3.5 (b) 5 (c) 8.5 and (d) 10.5. 
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resonator is open-circuited because zero current flows through the 
symmetrical plane. Fig. 6 shows the approximate circuit model for odd 
and even mode excitation. 

Y1, Y2, Y3, Y4, Y5, Y6 are characteristic admittances, and θ1, θ2, θ3, 
θ4, θ5, θ6 are electrical lengths of the resonator. Even mode input 
admittance (Yi,even) can be analyzed as 

Yi,even = jY1
Yie1 + (tanθ1 + tanθ2)Yie2

Yie2(1 − tan(θ1)tan(θ2) − Yie1tan(θ1)
(1)  

where Yie1 =
(Y2)(Y3)

(Y1)
2 +(Y2

Y1
)
2tanθ5 −

Y3
Y1

tanθ4tanθ5tanθ6 +
Y2
Y1

tanθ4 and Yie2 =

Y2
Y1
− Y3

Y1
tanθ5tanθ6 −

Y2Y3
(Y1)

2 (tanθ4tanθ6) − (Y2
Y1
)
2tanθ3tanθ4 

Fig. 6. (a) MMR structure in inverted T-shaped (b) Odd mode design (short-circuited), and (c) Even mode design (open-circuited).  

Fig. 8. Resonator characteristics with variation in W6.  
Fig. 7. Simulated |S21| of weakly coupled inverted T-shaped MMR.  
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Similarly, for odd mode input admittance (Yi,odd) can be analyzed as 

Yi,odd = − jY1cotθ1 (2) 

At resonance condition: Yi,even = 0 and Yi,odd = 0, so even and odd 
mode resonant frequencies can be calculated by following equations- 

Yie1 +(tanθ1 + tanθ2)Yie2 = 0 (3)  

cotθ1 = 0 (4) 

By analyzing the above equations, a controllable notch-band UWB 

BPF is designed using an inverted T-shaped resonator with open stubs. 
Input and output interdigital coupled lines are used. The resonant fre-
quency of the notch-band is controlled by changing the individual stub 
lengths. The notch-band resonant frequency (fn) can be calculated by 
setting- 

Yi,even = Yi,odd (5)  

fn =
c

(5L + M)
̅̅̅̅̅̅̅εeff

√ (6) 

Fig. 9. (a) Layout structure of UWB filter, and (b) fabricated design of UWB filter.  

Fig. 10. Shifting the position of fTZu and fn with variation in L.  

Table 2 
Dimensions of the UWB Filter.  

Parameters Values (mm) Parameters Values (mm) 

L 6.2 L1  25 
L2  1.05 L3  1.5 
L4  0.7 L5  3.6 
L6  1.75 L7  1.25 
L8  0.5 L9  0.5 
L10  2.26 L11  3.18 
W1  16 W2  8 
W3  4 W4  2 
W5  3.75 W6  6.5 
W7  0.49 W8  1 
W9  13.5 M 2.2 
G1  0.1 G2  1 
G3  0.25 G4  0.4  
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where L and M are the optimized length of stub 1 and stub 2 respec-
tively. εeff (≈ 3.46) is the effective dielectric constant of the substrate, 
and c is the velocity of light in free space. 

When MMR is weakly coupled, four modes are created, as shown in 

Fig. 7. Variation in length of interdigital coupled lines (W6) generates 
odd mode (fmode1,fmode3) and even mode (fmode2,fmode4), as shown in Fig. 8. 
It is observed that with a change in W6, dimensions mentioned in Fig. 9 
(a) odd mode frequencies are almost fixed, whereas even mode fre-
quencies are changed. 

3.2. Design structure and dimensions of the proposed filter 

The proposed filter is designed using Rogers4350 of the substrate 
material with a thickness of 1.524 mm. The value of relative dielectric 
constant (εr) of substrate material is 3.38, and the loss tangent of ma-
terial is 0.004. 3D full-wave simulator ANSYS HFSSv15 [21] is used for 
the optimization of filter design, its response, and simulations. The 
optimized values of the design parameters of UWB BPF are given in 
Table 2. The total area covered by the UWB filter is 25× 16 mm2. Fig. 9 
(a) and (b) shows the layout structure and fabricated view of the pro-
posed filter, respectively. 

3.3. Notch-band frequency control 

Fig. 10 shows the variation in position of notch-band frequency (fn) 
and upper cut-off transmission zero frequency (fTZu). When increasing 
the value of length L (stub 1), the position of fn and fTZu are changed and 
shifted left towards lower frequency, whereas the position of lower cut- 
off transmission zero frequency (fTZl) is not changed and fixed at a fre-
quency near to 2.36 GHz. Also, the upper stop band level is slightly 
decreased due to the increase in the length of L. In Fig. 11 it is observed 
that fn is shifted towards lower frequency and controlled by stub 1. 

3.4. Control of upper Cut-off transmission zero frequency 

Fig. 12 shows the variation in the position of the upper cut-off 
transmission zero frequency, fTZu of the proposed UWB filter. When 
decreasing the length M of stub 2, the position of fTZu is changed rapidly 
and shifted towards the higher frequency. Also, the upper stopband level 
is improved by decreasing the value of length M. However, the position 
of fTZl has no effect and fixed at the frequency of 2.36 GHz. Fig. 13 shows 
that fTZl and fn are almost fixed, but substantial change is noticed in fTZu. 
So the length of stub 2 is used to control fTZu and improve the upper 
stopband level, which gives better band rejection at a higher cut-off 
frequency of UWB filter. 

Fig. 14 shows the simulated and measured results of the |S11| and 
|S21|. Length of stub 1 and stub 2 are varied and selected their values as 
L = 6.2 mm and M = 2.2 mm respectively. The entire bandwidth of UWB 

Fig. 11. Characteristics of UWB filter with a change in stub length L.  

Fig. 13. Characteristics of UWB filter with a change in stub length M.  

Fig. 12. Change in the position of fTZu with variation in M.  

Fig. 14. Measured and simulated S-parameters of the UWB filter.  

P. Ranjan and A. Kumar                                                                                                                                                                                                                      



AEUE - International Journal of Electronics and Communications 135 (2021) 153738

7

is covered by the proposed filter except for a notched band at 6.1 GHz. 
So the frequency band from 3.139 GHz to 5.69 GHz is the first frequency 
band with an insertion loss of 0.67 dB and frequency band from 7.045 
GHz to 11.02 GHz is the second frequency band with an insertion loss of 
2.04 dB. Lower cut-off transmission zero is below − 38.01 dB, and upper 
cut-off transmission zero is below − 27 dB. Upper and lower stopband 
levels are 13.62 dB and 21.59 dB, respectively which, gives a better out 
of band rejection. 

4. Integration of inverted T-shaped UWB bandpass filter with 
square-shaped-stepped patch UWB antenna 

A square-shaped-stepped patch UWB antenna with inverted T-sha-
ped ultra-wideband bandpass filter, called IFA or filtenna having notch- 
band characteristic is proposed. Fig. 15 shows the design layout of the 
proposed filtenna, and Fig. 16 shows the fabricated view of the filtenna. 
A square-shaped-stepped patch is used as a radiating element. Proposed 
inverted T-shaped UWB filter replaces the feed line of square-shaped- 
stepped patch UWB antenna and output port of the filter is directly 
connected to the radiating patch of the antenna. The proposed notch- 
band IFA is straightforward in design and compact in size. The overall 

dimension of the notch-band IFA is 32× 27× 1.524 mm3. Optimized 
parameter values of the proposed notch-band IFA are shown in Table 3. 

Distributions of current at frequency 8.5 GHz with angles of 0◦, 90◦, 
180◦ and 270◦ for proposed IFA are shown in Fig. 17. It is observed that 
the surface current distribution from 0◦ to 270◦ are traveling anti- 
clockwise, claiming the Filtenna to have right-hand circular polariza-
tion (RHCP) [22]. The currents are in the same phase nearby the center 
and edges of the square-shaped-stepped patch, which improves the an-
tenna gain. The high current distribution between antenna and filter 
shows that both are tightly coupled with each other and producing a 
popular UWB band. Frequencies above from 10.68 GHz are rejected by 
proposed filtenna confirms that the integrated BPF in proposed filtenna 
acts perfectly, and it covers the whole range of the UWB band, except a 
notched band. 

The measured and simulated results of the proposed IFA are pre-
sented in Figs. 18–22. The return loss of IFA is shown in Fig. 18. 

Fig. 15. Layout of the proposed notch-band IFA (a) Top view (b) Bottom view.  

Table 3 
Parameter values of the proposed notch-band IFA.  

Parameters Values (mm) Parameters Values (mm) 

L 6.2 L1 32 
L2 1.05 L3 1.5 
L4 0.5 L5 3.6 
L6 1.75 L7 1.25 
L8 0.5 L9 0.5 
L10 2.26 L11 3.18 
L12 2.25 L13 3.6 
L14 14 L15 2 
L16 3 L17 4 
L18 4.3 L19 11.35 
L20 1 M 2.2 
W1 27 W2 8 
W3 4 W4 2 
W5 3.75 W6 6.5 
W7 0.5 W8 1 
W9 6.5 W10 3.13 
W11 8 W12 1.4 
W13 2.2 W14 11.14 
W15 3.86 W16 1.93 
G1 0.1 G2 1 
G3 0.25 G4 0.4  

Fig. 16. Fabricated view of the proposed notch-band IFA (a) Top view (b) 
Bottom view. 
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Proposed IFA achieved measured impedance bandwidth from 3.08 GHz 
to 10.55 GHz and a simulated impedance bandwidth from 3.1 GHz to 
10.68 GHz. A notch-band from 5.5 GHz to 6.91 GHz in the simulated 
result and from 5.55 GHz to 6.98 GHz in measurements is achieved. 
Measured results are in good agreement with simulated results. The 
proposed IFA covers the entire UWB spectrum with a notch-band 
characteristic. 

The measured results of the normalized Co- and Cross–polarization 
far-field radiation patterns in both xz-plane and yz-plane at frequencies 
3.5, 8.5 and 9.5 GHz of the proposed IFA are given in Fig. 19. We can 
observe isolation of less than 3-dB in the main lobe direction as well as at 
different angles of elevation (θ) between Co- and Cross-polarization in 
both XZ-plane (E-Plane) and YZ-Plane (H-plane) at the given frequencies 
which confirms that our proposed IFA is circularly polarized. 

Fig. 19. Measured Co- and Cross polarization radiation pattern of IFA at fre-
quencies (in GHz) (a) 3.5 (E-plane) (b) 3.5 (H-plane) (c) 8.5 (E-plane) (d) 8.5 
(H-plane) (e) 9.5 (E-plane) and (f) 9.5 (H-plane). 

Fig. 17. Current distribution of proposed notch-band IFA at frequency 8.5 GHz 
with angle (a) 0◦ (b) 90◦ (c) 180◦ and (d) 270◦. 

Fig. 20. Measured axial ratio of the proposed filtenna.  

Fig. 18. Measured and simulated |S11| of proposed notch band IFA.  
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The measured result of the 3-dB axial ratio (AR) is plotted in Fig. 20. 
It is observed that the proposed IFA has almost a UWB performance of 
circular polarization (except the notched band). 

The time-domain analysis of the proposed filtenna is also shown in 
Fig. 21, where the group delay of the filtenna is calculated against the 
entire working frequency range. Actually, the same transmitting and 
receiving filtenna is kept face to face and side by side in the far-field 
region which is taken as 45 mm (almost two times the Fraunhofer dis-
tance) distance to measure the group delay which has come well within 
the desired range of ± 1 ns [23] for better performance in the operating 
frequency range. While on the other hand, the group delay is well 
beyond the desired limits, say up to − 6 ns in the band-notched zone from 
5.5 GHz to 6.91 GHz advocating poor performance of the filtenna as 
desired in the band-notched zone. Also, we can observe the sharp change 
in the group delay after 10.5 GHz, which is the upper cut-off frequency 
limit of the proposed filtenna. 

The measured and simulated gain of proposed IFA and square- 
shaped-stepped patch UWB antenna are shown in Fig. 22. It can be 
seen that the measured gain of IFA is high from 3.1 to 5.5 GHz and 
7–10.7 GHz. The gain of the proposed IFA varies from 3.58 to 6.8 dBi, 
excluding the band notched range. It is observed that the gain of a 
square-shaped-stepped patch UWB antenna is not bounded within the 
UWB range. Still, IFA achieved out of band gain reduction and notch 
band characteristics, which is highly desirable for UWB wireless 
communication system. 

As we can see the comparison Table 4, we observe that proposed 
Filtenna with substrate area, 0.11λc

2 is more compact than most of the 
Filtenna and on par with few an added advantage of interference to 
DSRC applications because of the wider and controllable band-notched 
characteristics. Also, our design has a much wider 3 dB-Axial Ratio 
Bandwidth (ARBW) as compared to all the Filtenna in Table 4, which are 
linearly polarized. 

5. Conclusion 

A square-shaped-stepped patch antenna for UWB band and an 
inverted T-shaped bandpass filter based IFA or filtenna with notched 
band characteristics are designed and fabricated. The proposed IFA 
design is straightforward and compact. Proposed filtenna covers the 
entire range of the UWB band, excluding a notched band. Circularly 
polarized radiation patterns are achieved in E-plane and H-plane. High 
peak gain up to 6.8 dBi (measured) is obtained. The gain of proposed IFA 
is reduced drastically at notch-band and out of the UWB band. Inter-
ference in ultra-wideband caused by DSRC (at 5.9 GHz) is avoided by 
notch-band achieved in the proposed IFA. Proposed IFA has features of 

Fig. 22. Measured and Simulated gain of (a) square-shaped-stepped patch UWB 
antenna only, (b) Filtenna or IFA and (c)Measured compared gain between 
square-shaped-stepped patch UWB antenna and IFA. 

Fig. 21. Group Delay of the proposed filtenna.  
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low cost, high gain, circular polarization, and notch-band characteris-
tics, which makes it acceptable for UWB wireless communication 
systems. 
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Table 4 
Compared with other related works.  

Ref. εr/ Height  Sizeλc × λc  Peak Gain MSL lower /Upper − 10 dB BW Notched Band Polarization  
(mm)   (dBi) (dB) (GHz) (GHz)  

[3] 3.38/0.813 0.74λc × 1.11λc  9.05 25/25 4.42–5.42 No Linear 
[4] 2.65/2 2.23λc × 0.71λc  6 30/20 4.3–4.7 No Linear 
[5] 3.38/0.508 0.51λc × 0.45λc  2.5 15/15 3.82–4.49 No Linear 
[7] 3.4/0.8 0.27λc × 0.40λc  4.3 NA 4.04–4.26 No Linear 
[9] 2.2/3 1.11λc × 1.11λc  8.2 20/20 4.26–5.75 No Linear 
[11] 2.55/0.8 0.58λc × 0.58λc  2.5 10.3/10.3 2.5–3.3 No Linear 
[12] 2.55/0.8 0.29λc × 0.29λc  3.46 NA 3.1–10.6 4.5–5 Linear 
[13] 3.48/1.524 0.38λc × 0.26λc  2.13 NA/15 3.1–10.6 No Linear 
[14] 3.38/1.524 0.31λc × 0.26λc  9.8 40/40 3.1–15 No Linear 
[16] 2.48/1.57 0.71λc × 0.74λc  6.5 26/26 4.35–4.59 No Linear 
[17] 3.55/0.508 0.29λc × 0.28λc  7 NA 2.9–10.75 5.01–6.19 Linear 
[24] 2.2/5.2 0.44λc × 0.44λc  4.7 NA 2.38–2.48 No Circular 
[25] 3.55/0.8 NA 3.3 NA 2.32–2.55 No Circular 
[26] 3.48/0.762 NA 6.4 13.9/10.8 2.35–2.57 No Circular 
This Work 3.38/1.524 0.38λc × 0.28λc  6.8 21.59/13.62 3.1–10.68 5.5–6.91 Circular 

MSL = Minimum Suppression Levels, NA = Not Available, λc= Cut-off Wavelength. 
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Abstract 

 

Communication can be broadly classified as analog and digital. These two types only deal with 

terrestrial networks. But, when we want communication to be achieved with very high 

efficiency it is very much essential to deal with satellites. Satellite Communication is becoming 

more advantageous day by day. Almost in all the areas, the importance of satellite 

communication is being recognized. The role of satellite communication in the disaster 

management has played an important role these days. This has gained very high popularity 

because of the failure or delay of the organization to detect the disaster at the right time. 

Satellite communication is generally useful for information gathering during the disaster [1]. 

Helicopters are used in the satellite communication technology and this technique is called as 

Helicopter Satellite Communication System (HSCS). There are few technical issues existing in 

this system too. Thus to overcome these issues and make it more efficient many schemes have 

been implemented. One such scheme is hybrid modulation with Automatic Frequency Control 

(AFC). [2] 

 
1. Introduction 

 
Communication is the most important part of our daily life. Not only owing to one’s life, 

communication also  plays a major role when it comes to avionics. Avionics is the science which 
deals with aircrafts and rotorcrafts. Helicopter is the most important rotorcraft which is used in 
Indian Army, Navy and Air force. Hence communication is very much important between the 
crew members of the helicopter as well as the pilots of other helicopters. Thus to facilitate such 
communication, Analog Communication System was introduced Analog Intercommunication 
System provides the direct mode of communication. The problems associated with the analog 
system are, deformation and the loss appearing in the signal and the proper control over the 
audio, that is, its volume and frequencies were not taken care of. Thus to overcome these 
problems, Digital Intercommunication System was introduced. Digital intercommunication 
system provides reliability and resistance against tightly packed voice signals. It also provides 
the communication of data from air to air, air to ground and ground to air using high frequency 
technologies such as Very High Frequency and Ultra High Frequency. The foremost aim of the 
Digital Intercommunication System is providing two way communication amidst the crew 
members (pilot and co-pilot) in the flight or helicopter (any aircraft or rotorcraft). In addition to 
this, the system has the provision to communicate the signals to the crew members at the ground 
station using a jack externally during the sustentation operations at any time necessary. This 
system is a chief control for all the communication equipment established on the Advanced Light 
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Helicopter. The Digital Intercom System connects itself with the various radio channels, 
warnings and other types of audio outputs. This system also provides the provision to 
communicate with the pilot and co-pilot of the same or different helicopters, and also with the 
Air Traffic Controller (ATC). [3] There were some of the problems associated with Digital 
Communication Systems too. Thus replacement of this old technology communication with 
Helicopter Satellite Communication is done in the recent years. Helicopter Satellite 
Communication plays a vital role in today’s world because; helicopters are not just limited to one 

specific application. The Helicopters are used over a large area covering a wide range. They are 
used to acquire the information and broadcast the same in the cases of incidents such as disasters 
which take place over a large scale and also in the case of other emergencies. According to the 
present day scenario, the repeater stations are widely used to transfer the information such as 
video clippings and the photographs captured by the helicopter. Capturing of the videos using the 
helicopter is one of the best methods to obtain on scene information for relief and the 
management of disaster. [4. 

There are few technical issues in this system. Many solutions are being provided to 
overcome these issues and declare the Helicopter Satellite Communication System (HSCS) as 
the best technique to provide communication using Helicopters. 
 

2.   Predicaments Associated With The Digital Communication System 
 
The high requirement of bandwidth is the major problem in these systems. The proportion or the 
amount of information which can be transmitted per unit time depends on the bandwidth of the 
media usually used in the respective transmission. The analog systems have less requirement of 
bandwidth when compared to the digital systems. This is because, the digital signals, for 
example, the square pulse, delta function and many other digital signals, have many rising and 
falling pulses. These pulses have a lot of variation in their voltages within a very small amount of 
time. Thus we can say that, almost within a very few milliseconds, there will be a huge variation 
in its voltage. Because of this reason, these signals have very high frequency during their rise and 
fall. As the frequency increases, bandwidth also increases. Thus they occupy very large 
bandwidth. High power consumption is also a major issue in digital systems. The digital circuits 
consume a lot of power. This can be proved by the power dissipation in integrated circuits that is, 
in digital VLSI (Very Large Scale Integration). With regard to the integrated circuits, three major 
causes for the large power utilization are given by- utilization of the power dynamically, 
utilization of the power statically and utilization of the power in the short circuit. Improvement 
or rise in the power density and fall in the hardware measurements of the transistor are the stamp 
of authentication of the present day computer chips. Both of these technologies are increasing the 
thermal conductivity management challenge inside the chip and the package surrounding it. Both 
of these technologies are increasing the thermal conductivity management challenge inside the 
chip and the package surrounding it, as well as escalating research related progress on the 
materials which possess very high conductivity. The management of the thermal conductivity is 
largely acknowledged as an important characteristic of the computer design, due to which, the 
temperature significantly affects the performance of the device. Adding on to this, the lifetime of 
the device can be reduced extremely because of the excess thermal stresses which take place at 
the interfaces. [5]. Hardware complexity in the digital systems is another hurdle for the 
communication. The logic gates serve as an important factor in the designing of a digital circuit. 
These circuits put together manifest a digital system. The major problem while designing any 
kind of digital circuit is the hardware complexity of that circuit. When the concept of 
conventional gate logic is adopted in the design of the digital circuit, then the utilization of more 
number of components is the major challenge which it has to face. Thus these systems have more 
complex circuitry and require a sophisticated device making. [6]. The digital systems can be 
easily broken or damaged, that is, even if a small amount of digital data is unable to be recovered 
or if it is not interpreted exactly, the meaning of the large amount of data can change completely. 

 
3. Role of Satellite Communication For Disaster Management 
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Whenever the earthbound communication resources are inadequate it means that there is a huge 
damage caused to the infrastructure or it can also be due to the enormous traffic. Hence we 
cannot depend entirely on the earthbound or the terrestrial communications for the disaster 
management operations. And it is also essential that for the disaster management operations the 
communication should be very flexible and reliable as it is the part of emergency 
communications. Thus everyone who desires to have such type of communications is able to 
experience perfect working of the communication system every time and everywhere under any 
circumstances. Furthermore, the broadband communications have been playing an important role 
in increasing the communications during the emergencies. By considering the radio links as a 
basis, the systems which are based on the satellites have a lot of benefits which include 
reliability, availability, robustness, quickness, deploy ability and accessibility from any location. 
The Satellite Communication System is a core network which is used for disaster management 
and its recovery which includes the topology of the satellite network, configuration of service 
and also for the technical applications. The communication provides the favorable path for 
managing the critical situations such as occurrence of the disaster and also helps to provide relief 
during these emergency situations. [7] 
 

4. The Satellite Communication System Employing Helicopters 
 

5. How Exactly The System Looks Like? 
 
The continuous prevention of the radio waves being reached to the destination in the Helicopter 
and Satellite Communication is mainly due to the blades of the Helicopter. These helicopter 
blades intervene or interrupt the helicopter directly by communicating with the satellite in order 
to check whether the antenna is situated right under the blade of the helicopter. The time break is 
about 6.93 milliseconds and the amount of interception taking place is for 39.1 milliseconds. By 
picturing the case of the helicopter transmission, the system which usually transmits at the exact 
time of the blade has to be designed and this is considered to be an alternative to solve this 
complicated issue. [4] 

 
6. The Designing Requirements For Helicopter Satellite Communication System  

 
While designing the system based on Satellite Communication and Helicopter, the most 
important conditions to be followed were; 1. The system which has to be designed must be very 
small in size; 2. The system to be designed should not be bulky and heavy, instead light weight is 
preferred; 3. A very effective link must be established between a helicopter and the satellite for 
the communication to take place, and it should be irrespective of the helicopter direction; 4. The 
power due to transmission should not harm the pilot, co-pilot and other crew members; 5. The 
transmitting power should be maintained such that it should not prevent the radio waves reaching 
the destination due to the blockages in the rotor blade; 6. The video capturing objectives must be 
based on the positioning function. [4]  

 
7. Technical Issues Ceasing To Implement The System 

 
• Avoidance of the shadowing due to rotor blades;  
• Satellite tracking;  
• Polarization tracking;  
• Avoidance of interference with other satellites [1] 

 
 
 

 
8. Helicopter Videoing 
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The technique of capturing the video using helicopter is the most popular method to obtain the 
information for emergency communications such as disaster management. A new system has 
been developed which captures the information related to the disaster and immediately accounts 
for the transmission of this information. Such a system is called as Ku band utilization in the 
satellite communication with helicopter. As we have already discussed about the major issue in 
such type of communications, that is, interruption due to rotor blades of the helicopter, there are 
techniques proposed to overcome these drawbacks. These techniques are called as time diversity 
transmission technique which is applicable in the forward link, and the other technique namely 
blade synchronized transmission technique which can be applied at the return link. The 
estimation of the position is also implemented for on scene videoing pictures. [8] 

 
9. Techniques To Improve The Efficiency of Hscs 

 
In this system, there exists two major issues and they have to addressed properly; 1. Rotor blades 
of the helicopter is the major part which is leading to the blockage of the received signal; 2. The 
Doppler Shift in the system which accounts for the fluctuation of the carrier frequency. New 
techniques have been proposed to overcome these two drawbacks. There were many other 
techniques which were implemented to overcome these issues; but they were inefficient. The 
continuous blockage of the signal received can be cancelled by using a hybrid modulation 
scheme with Automatic Frequency Control (AFC). This technique is better when compared to 
the use of former diversity technique based on time, as this increases the amount of data 
transmitted per unit time; whereas AFC transmits the original amount of data per unit time. [2]. 
Most of the communications in the helicopter are handled by a radio which operates in very high 
frequency range and it has the limits such as its coverage area and the range at which it can 
operate. As the amount of area occupied by the relay station which is established on the ground 
is only around 40km (radius), there is a huge requirement for many numbers of such stations to 
be established. If we consider an idea of establishing relay stations, it doesn’t work out in the 

areas covered completely with mountains or sea. Thus to overcome all these geographical 
limitations, the satellite itself is made as a relay station in this system. Whenever the helicopter is 
outside the terrestrial frequency range, the pilot operations must be undertaken with a very high 
efficiency because even it includes the satellite communication with the Air Traffic Controller. 
[2]  This system which is based on Satellite and Helicopter comprises of the two 
important stations; one at the ground and one at the helicopter. Communication between the two 
stations is considered to be bidirectionaland it can be achieved using a transponder. The 
transmission link is established between these two stations, that is forward and reverse link. The 
location of the Antenna should be such that it should not interfere with the rotor blades of the 
helicopter. It would be considered the best way if it is situated at the tail of the helicopter. Some 
of the experiments have proven that, as the antenna is located at a large distance from the main 
rotor blades, then the amount of interruption of signal with the blades would be avoided. [2]
 Establishing a system which communicates using the satellite technology with a helicopter is 
a tedious task, because the rotor blades of the helicopter is the major obstruction in such systems, 
as this leads to the Doppler shift. Thus because of these major impairments, many applications 
such as Global Positioning System, degradation in the performance of bit error rate and the 
discontinuity in the received signal over the recovered carrier. [2] 

 
10. Results And Discussions 

 
The transmission from the helicopter can automatically stop when 1. The tracking error angle 
becomes large 2. The receiving level becomes below the limited value 3. The posture of the 
helicopter inclines beyond the anticipation 4. The onboard equipment fails. The final flight test 
included the following ventures. 

 
• Verification of the satellite tracking performance  
• Measurement of the communication quality  
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• Operation check of transmission protection  
• Picture transmission and position fixing. [1] 

 
The parameters of simulation in order to calculate BER is given below: 
 
 

 
 
Figure1.  Diagram showcasing how exactly the communication takes place by adopting the 
 Principles of satellite communication in the Helicopter 
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Figure 2  Phase symbol before and after AFC 
 

 
Figure 3 BER behavior for different schemes 
 
Table I .

 
 
 



European Journal of Molecular & Clinical Medicine 
ISSN 2515-8260              Volume 07, Issue 08, 2020  

 

 

3043 
 

 
11. CONCLUSION 

 
The difficulties in analog as well as digital communication systems led to the development of 
new technology in communication era which is called as Helicopter Satellite Communication 
System (HSCS). Thus the helicopter satellite system was developed successfully and it was also 
demonstrated for the first time. The key technologies of the HSCS for disaster control operations 
were experimentally demonstrated. The developed HSCS system provides a real time 
information collection and transmission directly via a satellite. Research and Development 
aiming at small-size, light-weight and wide-band HSCS is proceeding. Continuous research and 
development collaborated with disaster management bodies will be carried out. [1] This paper 
concludes that the Helicopter Satellite Communication system is one of the best ways to realize 
communication. A novel modulation scheme based on hybrid techniques for the accurate 
cancellation of the periodic or continuous blockage in Helicopter Satellite Communication 
System is implemented instead of conventional time diversity scheme. The proposed AFC 
scheme incorporates adaptive modulation in an efficient way. The traditional time diversity 
scheme increases the transmission bit rate to reduce errors, but in the novel AFC scheme, similar 
type of signal is made to transmit just by changing the number of time slots. [2] 
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Abstract 

 Image processing is a domain where a lot of research is required, as each other field is 

associated with image processing directly or indirectly. In our work we considered the medical field, 

where segmentation of an image is required to extract the information from the given image and 

illustrate anatomical structures based on the feature of the image known prior to us or based on the 

expert knowledge. The input image that we consider is the noisy medical image which is applied to 

various filtering techniques to remove the noise present in an image, after recognizing the nature of 

noise present in an image.  Edge detection technique is applied for the filtered image to obtain the better 

results. Finally edge segmentation is done to the output of the edge detected output, to identify the 

region of tumor. 

Keywords: Active Contour, Edge detection, Frost Filter, Image noise, Image Segmentation, Region 

Growing. 

 

1. INTRODUCTION 

         Medical imaging application plays an important role in the anatomical structures. Understanding 

the data from the medical image is a very tedious task due to the numerous features that an image has, 

which leads to the complication of segmentation hence image segmentation of a medical image is an 

inspiring work that a researcher can take up. Information content of an image can be better analyzed 

and read by the user by performing the segmentation of an image. Currently lot of work is going on in 

the medical image processing area namely in the computer tomography image, X-ray images, Magnetic 

Resonance Images and Position Emission Tomography images etc. [1]. 

 

            By performing the image segmentation technique on a medical image, we can obtain the regions 

of interest for visualization which is very necessary for the doctor to take any decision about the patient 

like for adjuvant therapy, planning for a surgery, model for teaching, prosthetic design, and various 

others [22] which can be seen in figure 1. 
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Figure 1: Need for Medical Image Segmentation 

            Segmentation of an image usually divides the entire image into its constituent components [35]. 

Image segmentation helps in extracting the selected object in each image hence Segmentation is usually 

followed by image representation and description and identifying the object in an image. 

              Before the part of segmentation methods, we apply image to filtering. In-order to retain all the 

fine details and edges of an image and to remove the noise we apply filtering technique. These 

techniques differ in their straightforward procedures applied to remove the noise or suppress the noise. 

Few techniques identify the noise and then apply the filtering technique and few others directly apply 

the filtering technique without considering the noise parameter.   

        

In our paper we are considering the noise factor, firstly we are recognizing the nature of noise, which 

is present in an image, the image we have considered here is a medical image and then a suitable 

smoothening technique is applied which is used to remove the noise from an image and then 

segmentation of this image is done which helps in medical image diagnosis. 

 

2. LITERATURE SURVEY 

 

Lot of work have been carried out in the field of medical image analysis [35]. Here we will provide 

brief survey on the work being carried out in this field by various researchers by considering 

thresholding and region growing value.  

 

(a) Thresholding: 

 

AbuBaker, A. A., Qahwaji, R. S., Aqel, M. J., & Saleh, M. H. [23] proposed two image segmentation 

technique upon considering threshold values by scanning each row in an image and making a small 

modification to this method to find the threshold value by averaging. 
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Ng, H. P., Huang, S., Ong, S. H., Foong, K. W. C., Goh, P. S., & Nowinski, W. L.  [24] considered the 

threshold value by studying the gradient magnitude image also by considering the histogram of the 

gradient magnitude map the automated threshold value is obtained. 

Kotropoulos, C., & Pitas, I.  [25] have well thought out the use of support vector machine to segment 

the image and find the region of interest (ROI). 

Khare, A., & Tiwary, U. S.  [26] proposed a method to denoise the medical image by considering the 

threshold value and proposed a method, where the threshold value can adapt to change in the value 

based on the mean, median and standard deviation of wavelet coefficients. 

 

(b) Region Growing: 

 

Haider, W., Sharif, M., & Raza, M. [28] worked with breast and lung cancer where they used edge 

detection and segmentation as morphology. The main aim of this work is to detect the tumor region. 

Siddique, I., Bajwa, I. S., Naveed, M. S., & Choudhary, M. A. [29] researchers worked on the brain 

images; they have considered the concept of region growing technique based on initial seed point 

concern.  

Oghli, M. G., Fallahi, A., & Pooyan, M.  [30] have considered the same factor as in [29] but proposed 

an automatic approach for region growing. The seed point is selected based on co-occurrence matrix. 

Deng, W., Xiao, W., Deng, H., & Liu, J. [31] have studied the variations happening near the edges and 

the gradient value. The method turns out to be very efficient near the edges as it helps in identifying the 

tumor region. 

Poonguzhali, S., & Ravindran, G. [32] have thought of the ultrasound images and developed a 

segmentation technique which is more efficient for speckle noise. 

The researchers in [33] Guan, H., Li, D. Y., Lin, J. L., & Wang, T. F.  have developed a method 

comprising of two methods namely region growing and region merging for ultrasound images. 

Pan, Z., & Lu, J. [34] used Baye’s concept for segmenting a medical image, the researchers developed 

a multistage approach which adjusted the parameter for region growing and improves the efficiency. 

 

3. METHODOLOGY 

 

Considering the original noisy medical image, the very first step is to apply the filtering technique 

depending upon the type of noise present in an image. In our work we have considered three types of 

noise i.e., impulsive noise, Gaussian noise, and multiplicative noise. If the noise present is impulsive 

then we use median filter to remove the impulsive noise, if the noise present is Gaussian then use 

Gaussian filter else, we apply frost filter to remove the multiplicative noise. The next step is to detect 

the edges of an image by performing the edge detection technique and for this edge detected output we 
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perform image segmentation using snake method. Figure 2 shows the flow chart of the steps performed 

to identify the lung cancer region in an image. 

  

Figure 2: Flow chart of computed tomography imaging segmentation and analysis of lung cancer 

 

4. NOISE IDENTIFICATION 
 

            Any unwanted information which is present in the image can be considered as image noise [27]. 

Image noise makes its presence in an image because of various reasons like atmospheric effects while 

capturing the image, it can be because of the sensor which is used to capture the image or even during 

the transmission of an image, noise can be added. Irrespective of the way the noise is being added, it is 

affecting the image and changing the pixel value or say intensity value. Hence identifying those pixel 

values which are changed because of this noise is very crucial in image processing. 

 

There are two methods which helps in analyzing the histogram of the image in a step-by-step way 

namely: The Peak detection method and valley extraction method. Once the analysis of histogram of 

the medical image is done then this is used in extracting the valleys which are used as threshold value 

for segmentation process. A distinctive histogram analysis is usually done in three stages: 

 

Stage 1: Identify the leading modes of the histogram. 

Stage 2:  The valleys among different modes is recognized. 

Stage 3: The identified threshold is applied to the medical image for segmentation. 
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For identification of the noise present in an image first we need to study the behavior of the noise i.e., 

the variation of the gray level values of the local homogeneous regions which are affecting the image. 

Depending upon the image size the pixel values considered for the local homogeneous region varies, 

approximately it must have at least 128 pixels.  

 

Here in our work, we have considered two step which are used to find the noise type which is affecting 

the medical image. 

 

Step 1: If impulsive noise is present in an image being considered then apply filtering technique to 

remove it, else if. 

Step 2: Additive noise is present apply filtering technique to remove additive noise or else apply 

filtering technique to remove the multiplicative noise. 

 

(a)  Detection of Impulsive Noise: 

An input image is said to be affected by impulsive noise if the ratio of the dynamic mean of a 

homogeneous region to that of the dynamic max of a homogeneous region is greater than the threshold 

value. 

(b)Detection of Additive or Multiplicative Noise: 

 An input image is said to be affected by additive noise if the gray level value of the homogeneous 

region is closer to the value of zero. Else it can be considered as a multiplicative noise is present in an 

image. 

 

4. IDEOLOGY OF MEDICAL IMAGE SMOOTHING 
 

          The process of removing the noise from an image to retain the original image by applying a 

suitable filtering technique is said to be as image smoothing. The noise can appear in an image because 

of various reasons, and it is because of numerous non-idealities which occur in an image process. We 

usually say noise is present if the intensity value or say the pixel value of an image is changed usually 

having the values near or equal to the minimum or maximum of the allowable dynamic luminance 

range. 

 

           Almost all applications which deal with images has to be noise free in order for getting the correct 

results and having a good performance. Hence, this acts as a primary step for any image processing task 

to be carry forwarded. However, this is a tedious task since removal of noisy pixel should not alter the 

original pixel of an image which may represent the edge of an image or texture of an image etc. [3]. 
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          The image under consideration is denoised in two stage, in first stage if the noise present in a 

medical image is identified as impulsive noise then a suitable filter is applied usually it is a median filter 

which is very good for removal of impulsive noise. And, in second stage if the noise present in a medical 

image is additive then a filter suitable for removal of additive noise is applied i.e Gaussian filter or if 

the noise present is multiplicative, the image is then applied to Frost filter to remove it [5]. 

 

(a)   Impulsive Noise Smoothing: 

For better image restoration we use median filtering which is basically a non-linear filter. This median 

filter replaces the center pixel by the new pixel value by considering rank order information and then 

considering the median value of the pixel within the window. This technique of filtering using median 

value uses a two-dimensional window which is applied to every pixel of the input image. 

 

(b) Additive Noise Smoothing: 

Gaussian filtering technique is used to remove the additive noise present in an image. This linear 

filtering technique removes the Gaussian noise present in an image by performing convolution method 

over the window. Digital images are usually represented in the form of a discrete value; hence the 

Gaussian window will also have a discrete approximation of the two-dimensional Gaussian function. 

The Gaussian expression can be represented as below: 

 

      (c) Multiplicative Noise Smoothing: 

Frost filtering technique is used to remove the multiplicative noise present in an image. The window is 

moved over the entire image to identify and remove the multiplicative noise. This filtering technique 

considers the window and substitutes the center pixel with a weighted sum of the pixel values. As the 

distance of the center pixel value increases the value of the weighting factors decrease [5]. 

 

5. IDEOLOGY OF MEDICAL IMAGE EDGE DETECTION 

 

Edge detection is defined as the process of detecting the edges in an image. Edges are usually having a 

sharp transition when compared to the other regions of an image which means that the pixel value of an 

edge varies very significantly from its neighboring pixel. The Edge detection technique helps in 

identifying the boundaries, sharp transitions, corners of an image and remove the smooth transitions 

which assists in understanding the image. Further processing of an image like image enhancement, 

registration, segmentation, or identification of an object in an image can be performed based on the 

results obtained from edge detection. Multidimensional filtering method can be used to perform edge 

detection. 
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  M-Dimensional filtering method: 

A real image which has intrinsic geometrical constructions in particular the object boundaries or edges 

or corners of an object in an image are more highlighted for the visual information. Hence, performing 

a filtering technique to visualize these vital information of edges plays a very important step.  

 

A (discrete domain) filter can be characterized in two forms either by its impulse response which is 

denoted by h[n] or by transfer function denoted by H(z) = Z{h[n]}. This filtering technique performs 

the convolution operation on the input image and the impulse response and produces the resultant 

output. In the resultant output, each sample has the inner product with a translated copy of the flipped 

input signal and complex conjugated filter impulse response. That is, the output signal of the filtering 

operation is a linear combination of the impulse response h and its translated copies [7].  

 

6. IDEOLOGY OF MEDICAL IMAGE SEGMENTATION 

 

Image segmentation is defined as partitioning of an image into various sections. This is domain 

dependent where it considers the disjoint regions present in an image which are visually different, 

homogeneous, and meaningful in their pixel level or texture or some other characteristics and considers 

it to be as one group. The main objective is to streamline the depiction of an image into a more 

meaningful image and easy to analyze it. 

 

(a)  Region growing method: 

In region growing method the very first step is to select some start point popularly known as seed point. 

Seed point can be selected based on application or based on user criteria like considering some grey 

scale region and one pixel in that range as a seed point, color criteria or grey level texture etc. The 

region can grow starting from these seed points and further can extend to the adjacent points based on 

the criteria being selected. This process is continued till all the allocated pixels are compared using the 

difference between the intensity value of the pixel and the regions mean value. This factor is used to 

identify the similarity in the regions. If the difference value is small, then the threshold value under 

consideration then it is considered as the belonging to the same region else to the other region. This 

iterative process stops if the resultant value of the difference is larger than the threshold value being 

considered. 
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0 0 1 2 3 7 6 1 

1 2 3 1 2 3 5 0 

2 3 1 3 2 4 6 1 

3 2 1 0 1 1 0 2 
 

Before region growing 

Threshold < 3, image size = 8X8,  

red indicates seed point 

After region growing 

Threshold < 3, image size = 8X8, 

 red indicates seed point (i.e pixel value = 6); 

white region indicates one segment and gray 

indicates the other segment 

Figure 3: Region Growing Method 

 

(c) Split & merge image segmentation: 

 

In this technique, a threshold value is considered and based on this threshold we can decide which all 

regions in an image can be merged and considered as one segment or object. The entire image is split 

into blocks and then difference between the maximum and minimum pixel value in each block is 

calculated. This difference value is checked with the threshold value and if this value is below the 

threshold value then it is considered as the one region else further the block is spilt into smaller block 

and the process is repeated until no blocks can further be split.  Threshold value plays a very important 

role in this technique hence choosing the right value of threshold is very significant [8]. In the below 

figure the image is of size 8X8, considering the entire image as one segment the maximum value is 7 

and minimum value is 0 in this segment. The threshold value chosen is less than or equal to 3. Since 

the difference value is equal to 7 which is greater than threshold value hence the image is divided into 

four segments indicated by white region, green, yellow and gray region. Now, considering the grey 

region the max value is 7 and min value is 0 which gives the result of 7 which is more than the threshold 

value this leads to further splitting of the grey region which are indicated by different colored numbers 

and the process is repeated. Figure b shows the resultant image pixel values obtained by performing the 

split and merge segmentation. 
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3 2 1 0 1 1 0 2 
 

Threshold<=3 
 

 

Figure 4: Split and Merge Image Segmentation 
 

(C) Active contour (Snake) method: 
 
            Snake method is usually implemented after the edge detection technique, where all the local 

regions of the object are identified in the edge detection method later which snake method is 

implemented which reduces the energy function. This method is used in various applications where 

identification of an object in an image is required, there is a need to identify the shape of the object, or 

there is a need for stereo matching etc. This method is said to be as active method as this reduces the 

energy required and has dynamic behavior. This method leads to an arbitrary shape which is close to 

the object contour as much as possible. Basically, we can consider this energy functions as two 

components: potential component and internal deformation energy. 

a) If the contour which is aligned to the image edge is small, then its potential energy. 

b) If the contour which is smooth is small, then its internal deformation energy. 

The termination functional can be implemented with a gradient direction calculus in a slightly smoothed 

version of the image.  

An Active contour can be represented as v(s) = (x(s), y(s)) and its energy functional is represented as 

follows: 

 

Where E int represents the internal energy of the spline due to bending, E image represents the image forces 

and E ext represents the external constraint forces, a(s) and B(s) are the controlling spline energy values. 

Hence, the internal spline energy expression can be given as: 

 

The total energy of an image is given by the sum of weighted values of the functions of all the three 

energies. 

 

The advantageous factor of this model is that without extra processing, the object shape in an image is 

being identified in the piece-wise linear manner at the time of convergence. 
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7. RESULTS AND DISCUSSION 

 

The objects in an image which is of our interest and the boundaries of an image namely lines and curves 

can be identified by the image processing technique called image segmentation. The proposed algorithm 

is implemented using MATLAB platform and the test results after performing various operations are as 

shown in figure 5. 

 

         

     
  

  

  

 

a b 

c d 

Filtered Additive noise

filtered output

Filtered Multiplicative noise by frost filter

Filter based edge detection
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i j 

 

  Figure 5: (a) Original image, (b) Image with impulse noise, (c) Image with multiplicative noise, 

(d) Image with additive noise, (e) Filtered additive noise, (f) Filtered multiplicative noise, (g) 

Filtered output, (h) M-Dimensional filtered output, (I) Region growing segmentation, (j) Active 

counter (Snake) segmentation.  

 

8. CONCLUSION 

 

              In this paper we have successfully identified the type of the noise and filtered it by using 

suitable noise removal filters. Multidimensional filter provides a powerful computational tool including 

natural images, medical diagnostic images. The specialty of merge-split algorithm which is to find the 

variation among the maximum and minimum values of a pixel within the window is like the edge 

detection technique. In images such as an image which has a smooth texture or an image which has less 

gradient, the edges play a very important role since this is the only region in the image where there is a 

large difference in the pixel values as compared to other regions in an image. Hence, merge and split 

technique is very helpful in such kind of images. This technique splits the blocks into individual pixels 

in which larger merged blocks appear in the interiors. This technique plays an important role and is 

carried out in the beginning of the image segmentation which leads to quicker region growing. From 

the initial contour, the object boundaries can be automatically located with the help of active contour. 

The most advantageous benefit of active contours is its ability to give a piece-wise linear description of 

the object shape at the time of convergence, without extra processing. 
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ABSTRACT: In this era of Internet of Things, wherein every 'thing' is integrated within the  existing internet 
architecture, it becomes quite necessary that embedded computing systems process quickly, occupy less area and 
consume low power. This would enable them to work quickly with real time data and have a large shelf life. As 
such there is a need for development of optimized algorithms and their efficient implementation in hardware. This 
paper presents a novel architecture for obtaining, DCTQ coefficients suitable for FPGA Implementation. The 
design is highly parallel and pipelined so as to exploit the massive parallelism of FPGAs and occupies 
considerably less area with a very high processing speed. 

 
 
                       INTRODUCTION 

 
Digital images have been widely used today in various 
applications and it is growing rapidly. Video and 
television transmission is becoming digital. More and 
more digital image sequences are used in various 
multimedia applications. Image compression addresses 
the problem of reducing the amount of data required to 
represent a digital image. It is a process intended to 
yield a compact representation of an image, thereby 
reducing the image storage transmission requirements. 
Image compression basically stems from two 
fundamental concepts. They are 
1. Redundancies reduction: It aims at removing 
duplication from the signal source (image/video). 
2. Irrelevancy reduction: It erases that part of the signal 
which will be not noticed by the signal receiver, 
namely the Human Visual System. 
The redundancy in data representation is reduced such 
a way that it can be subsequently reinserted to recover 
the original data, which is called decompression of the 
data. Data compression can be understood as a method 
that takes an input data, D and generates a shorter 
representation of the data (D) with a smaller number of 
bits compared to that of D. The reverse process is  
 
called decompression, which takes the compressed data c 
(D) and generates or reconstructs the data, D. Most 
often the compression (coding) and decompression 
(decoding)  
systems together are called a “CODEC”. The 

objective of image compression is to reduce 
redundancy of the image data in order to be able to 
store or transmit data in an efficient form. Image 
compression can be lossy or lossless. Lossless 
compression is sometimes preferred for artificial 
images such as technical drawings, icons or comics. 
This is because lossy compression methods, 
especially when used at low bit rates, introduce 
compression artifacts. With the development of 
imaging multimedia applications (image archiving, 
network image transmission, document imaging, 
digital photography, medical imaging, remote 
sensing etc.) image compression requires higher 
performance as well as new features. Compression is 
an active research area in which great effort has been 
made to deliver new standard by providing features 
inexistent in previous standards, but also by 
providing higher efficiency for features that exist in 
other. 
 
               LITERATURE SURVEY 
 
A good algorithm for compression is the 
hybridization of discrete cosine transform on the 
discrete wavelet transform coefficients. This 
algorithm performs much better in terms of peak-
signal to noise ratio with a higher compression ratio 
compared to standalone DCT and DWT algorithms. 
This scheme is intended to use as the image/video 
compressor engine in medical imaging and video 
applications, such as telemedicine and wireless 
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capsule endoscopy.  
 
A good compression algorithm of higher compression 
ratio based on SPIHT (Set Partition in Hierarchical 
Tree). This algorithm shows a higher peak signal to 
noise ratio (PSNR) with same compression ratio.  
 
A good algorithm which outperforms all other previous 
Algorithm is the Discrete Cosine Transform which 
attempts to decorrelate the image and after de 
correlation each transform coefficient can be encoded 
independently without losing compression efficiency. 
Like other transforms, the Discrete Cosine Transform 
(DCT) attempts to de correlate the image data. After de 
correlation each transform coefficient can be encoded 
independently without losing compression efficiency. 
Discrete Cosine Transform (DCT) has emerged as the 
de-facto standard for image transformation in most 
visual systems. DCT has been widely deployed by 
modern video coding standards, for example, MPEG, 
JVT etc. This article introduces the DCT, elaborates its 
important attributes and analyzes its performance using 
information theoretic measures. Discrete Cosine 
Transform is widely used in such problems of digital 
signal processing as feature extraction, filtering, and 
especially, in image compression. DCT has very good 
energy compaction properties and near optimal 
performance which is closest to that of the Karhunen-
Loeve transform (KLT). The JPEG and MPEG coding 
algorithms, based on DCT, have been established as 
industry standards for image compression. 
 
In Discrete Cosine Transform, computation complexity 
is quite large. For reducing the computational 
complexity several fast DCT algorithms has developed 
such as, DCT based on the Residue Number System 
(RNS). This algorithm uses the combination of Fast 
Cosine Transform (FCT) algorithm and the matrix-
vector multiplication (MVM). RNS based FCT MVM 
implementation provides a throughput improvement 
over the equivalent binary system up to 72%, while its 
advantage over the binary distributed arithmetic 
implementation is up to 128%. A custom architecture 
for Discrete Cosine Transform (DCT) using No-
Instruction Set Computer (NISC) technology that is 
developed for fast processor customization. Using 
several software transformations and hardware 
customization, performance achievement is 10 times 
more, 2 times power reduction, 12.8 times energy 
reduction, and 3 times area reduction compared to an 
already optimized soft core MIPS implementation. In 
DCT computation, complexity increases mainly for 

huge amount of multiplication. So, idea arises that,  
if it is multiplication less, then computation can be  
faster. A good technique is that which implements  
direct 2-D DCT approach with regular butterfly 
 structure.  
 
This architecture employs eight 1-D DCT processors 
and four post-addition stages to calculate two-
dimensional DCT coefficients. Each 1-D DCT 
processor is designed using Algebraic Integer 
Encoding architecture which requires no multiplier, 
therefore the entire 2-D DCT design is multiplier 
less. Critical path is shortened by employing five 
pipeline stages on each compression and 
decompression system. A good architecture is one 
which uses the 2-D DCT separability property, such 
that the whole architecture is divided into two 1-D 
DCT calculations by using a transpose buffer. A new 
alternative of DCT is Integer Cosine Transform 
(ICT) used for image processing. Parallel-pipeline 
architecture of an 8 x 8 ICT processor for image 
compression whose characteristics are high 
throughput, low latency, reduced internal storage 
and 100% efficiency in all computational elements. 
A good architecture of an efficient implementation 
of a two-dimensional DCT/IDCT transforms 
processor via a serial-parallel systolic array that does 
not require transposition. A fast two-dimensional 
discrete cosine transform optimized for software 
implementation on a RISC microprocessor with an 
integer multiplier accumulator (MAC) unit. The 
number of processor cycles as well as computational 
error is less than that of the row-column approaches 
based on fast 1D DCTs. 
 
A new processor that computes the Discrete Cosine 
Transform (DCT) which overcomes the major 
drawbacks of the original implementation resulting 
in a design with considerably less area consumption 
and higher speed. To achieve these results, a novel 
architecture, based on the CORDIC Circular 
Rotation Algorithm, is introduced; it reduces the 
required area by more than 60% compared to the use 
of standard CORDIC architectures. Furthermore, bit 
serial arithmetic is used, resulting in a very compact 
design. In order to get maximum throughput ,the 
processor is fully pipelined, achieving a Performance 
efficient even for signals as fast as HDTV.
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PROPOSED METHODOLOGY 
 

The conventional memories that we use either have 
single address and single data output for ROM or 
separate read and write addresses and data bus for a 
dual port RAM. In real time systems such as video 
processing systems, these conventional memories may 
not be of help since the typical applications often 
demand access to two memory locations 
simultaneously, write word-wise and read column-
wise, etc. These application-specific requirements, 
arising mainly due to the need for efficient 
implementation of computationally intensive 
algorithms. 
• The ROM stores the cosine terms 2 × C instead of C 
in order to improve accuracy. 
• Two-stage pipelining for 2 × C matrix of cosine 
terms to keep pace with dual RAM used in the DCTQ 
design. 
• ROM size is 8 × 64 bits. Two locations, each of size 
64 bits, can be accessed and output to the data bus, 
‘dout1’ and ‘dout2’ simultaneously using the two 
addresses, ‘addr1’ and ‘addr2’ respectively.  

This ROM, with single address and single data output, 
is used to store inverse quantization values. In 
quantization process, we need to divide the DCT 
coefficients by the corresponding quantization values. 
However, division can also be implemented as 
multiplication if we take the inverse of the quantization 
values. The dual RAM consists of two RAMs, each of 
which stores the image information. This information 
will be written from a host computer such as a PC into 
one of the RAMs through peripheral connect interface 
(PCI) bus. Initially, one of the double memory buffers, 
RAM 1,is filled and once it is full, the image 
information is written to the second RAM. While the 
second memory, RAM 2, is being written into, the 
RAM 1 will be read concurrently to process the DCTQ 
coefficients. If RAM 1 is in read only mode, then 
RAM 2 is automatically configured to the write only 
mode and vice-versa. The RAM is written row-wise 
and read column-wise. This is due to the complexity of 
the DCT algorithm (While reading, the RAM is 
accessed column-wise, since in the computation of 
C*X of the DCT algorithm we need to multiply a row 
of C matrix with the column of X (image input) matrix 
as explained). 
 
Serial and Parallel adders are chosen depending on 
Application type and chip area. Multipliers are also 
Pipelined to increase the computation speed.The two-
stage matrix multiplication can be implemented by 
parallel architecture, where in eight partial products,  

which are the row vectors of C*X generated in the first  
stage, are fed to the second stage. Subsequently, 
multiplying row vector of CX by the CT matrix 
generate seight DCT coefficients. Quantized outputs 
can be obtained by dividing each of the 64 DCT 
coefficients by the corresponding quantization 
values in the Single address ROM. 

 
 
        Algorithm for Parallel Matrix 
            Multiplication for DCTQ 
 

DCT is an orthogonal transform consisting of a set 
of vectors that are sampled cosine functions. 2D-
DCT of a block of size 8 × 8 pixels of an image is  
 

 
defined as 

 
where f (x, y) is the pixel intensity and  
                            c(u) = c(v) = 1/√2 for u = v = 0 and 

                                         = 1 for u, v = 1 to 7. 
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The DCT can be expressed conveniently in a matrix 
form: DCT = C X CT .where X is the input image 
matrix, C the cosine coefficient matrix, and CT, its 
transpose with constants (1/2)c(u) and (1/2)c(v) 
absorbed in C and CT matrices respectively. For a 
clearer understanding, the DCT may be expressed in an 
expanded form: 
 

 
 

 
 
 

 
 

Where 
 
The two-stage matrix multiplication shown above can 
be implemented by parallel architecture, wherein eight 
partial products, which are the row vectors of CX 
generated in the first stage, are fed to the second stage. 
Subsequently, multiplying row vector of CX by the CT 
matrix generates eight DCT coefficients, 
corresponding to a row of C X CT. While computing 
the (i+1)th partial products of CX, the ith row DCT 
coefficients can also be computed simultaneously since 
the ith partial products of CX are already available. 
Application of DCT on an 8 × 8 pixel block, thus, 
generates 64 coefficients in a raster scan order. 
 
Quantized outputs can be obtained by dividing each of 
the 64 DCT coefficients by the corresponding 
quantization table values given in the standards [27] as 
per the expression:  
 
DCTQ (u,v) = DCT (u,v) / q (u,v) ; u, v = 0 to 7 
 

These stages can be pipelined in such a way that one 
DCTQ output can be generated every clock cycle. 
 
                   BLOCK DIAGRAM 
 

 
 

                                                             

                                                      ADVANTAGES 

The main advantages of this system are reductions in 
storage hardware, data transmission time, and 
communication bandwidth. This can result in 
significant cost savings. Compressed files require 
significantly less storage capacity than 
uncompressed files, meaning a significant decrease 
in expenses for storage. A compressed file also 
requires less time for transfer while consuming less 
network bandwidth. This can also help with costs, 
and also increases productivity. 
 

 

                                                         CONCLUSION 

In this paper we have designed a system whose inputs 
are pixel values of an image and the output is the 
computed DCTQ of those pixels. The system 
computes DCTQ of 64-pixel values and outputs each 
value at the end of each clock cycle. The core of the 
project is to design and verify the most efficient 
Arithmetic circuits which we have obtained by using 
pipeline concept. Pipelining increases the throughput 
as well as chip area. As the cost of silicon is pretty 
less and it is abundantly available on earth our focus 
in mainly on increasing the overall systems 
performance. 
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Abstract— As we are moving forward in life, we are 
facing challenges everyday and till date we are trying to 
have a better solution to it. With the increasing number of 
human population, the crave for jobs and recruitment is 
also increasing in heavy demand day by day and this won't 
stop ever. Rather it would get worse. So, looking into this 
factor the placement offices are facing problems to conduct 
the recruitment process smoothly. They are looking forward 
to some automated and online process so that the officers 
can take a break and cut down their stress of work duty. In 
the view of this we bring you "Placement Management 
System."  

 

Keywords— ⊚ Django ⊚ HTML ⊚ CSS ⊚ JS 

              ⊚ GIT ⊚ Docker ⊚ Bash Scripting ⊚ Nginx 

 

I. INTRODUCTION  
 

The project “PLACEMENT MANAGEMENT 
SYSTEM” is a web-based application developed for the 
placement department of the college in order to provide the 
details of its students in a database for the companies to their 
process of recruitment. The main purpose of the System is to 

avoid manual process because the manual work makes the 
process slow and other problems such as inconsistency & 
ambiguity on operations. In order to avoid this web-based 
placement managed system is proposed, where the student 
information in the college with regard to placement is 
managed efficiently. It intends to help fast in fast access 
procedures in placement related activities and ensures to 
maintain the details of the student. Students logging should 
be able to upload their personal and educational information. 
The key feature of this project is that it is onetime registration 
enabled. The placement cell calls the companies to select 
their students for jobs via the campus interview. The 
placement cell allows the companies to view the student 
resumes in selective manner. They can filter the student 
profile as per their requirement. The job details of the placed 
students will be provided by the administrator. The 
administrator plays an important role in our project. Our 
project provides the facility of maintaining the details of the 
students and gets the requested list of candidates for the 
company who would like to recruit the students based on 
given criteria. 
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Figure 1:  Student Registration Process 
 

 
Figure 2: Working at the Admin Panel 

 

II. PROBLEM ANALYSIS 

Nowadays campus placements are conducted in all 
colleges. Various software and other sector companies are 
conducting campus selections for selecting merit 
candidates. When campus selections are conducted the 
students should provide their curriculum vitae to the 
concern officer for attending the campus interviews. This 
routine process is maintained manually, like maintenance 
of their resumes in papers. This can be automated by 
designing software. 
The old manual system was suffering from many 
drawbacks. The PMS System is to maintain the data and 
make the process smooth, maintaining the data and 
retrieving information is very tedious and lengthy. there 
used to be lots of difficulties in associating any particular 
transaction with particular context. It is very difficult to 
find errors while entering the records. Once the records 
were entered it was very difficult to update records. 
Main reason behind it is a lot of information to be 
maintained and managed. For this reason we provide 
features in PMS that can potentially automate the whole 
system and reduce the errors and manual work.  
In Colleges, Training and Placement Officers(TPO) have 
to manage the student profile and data for training and 
placement process manually. Placement officers have to 
collect the information from companies and notify the 
students who are clearing the company criteria and this 

manual process is tedious and erroneous. Any 
modification in the details of a student or updates required 
in the profile of the student has to be searched and get done 
manually. 
 

III. PROPOSED SYSTEM 
 
Proposed system is inexpensive and no manual workload is 
needed. Everything, however smaller the details for the 
registration process are, they are going to get into the system 
through this Online Placement Management System. 
 
The software used in this regards are as listed below: 
⦁ Django 
⦁ HTML 
⦁ CSS 
⦁ JS 
⦁ GIT 
⦁ Docker 
⦁ Bash Scripting 
⦁ Nginx 
 
All these softwares are easily available in the market. If need 
be any college can develop it for the better conduction of 
placement process. 
 
Below given are the basic functionalities of the softwares 
used in this project: 

⦁ Django is a high-level Python Web framework that 
encourages rapid development and clean, pragmatic design. 

⦁ Hypertext Markup Language (HTML) is the standard 
markup language for documents designed to be displayed in 
a web browser. 

⦁ Cascading Style Sheets(CSS) is designed to enable 
the separation of presentation and content, including 
layout, colors, and fonts. 

⦁ JavaScript(JS) conforms to the ECMAScript 
specification and is one of the core technologies of the 
World Wide Web. 

⦁ GIT is a distributed version-control system for 
tracking changes in any set of files, originally designed for 
coordinating work among programmers cooperating on 
source code during software development. 

⦁ Docker is a set of platform as a service (PaaS) 
products that use OS-level virtualization to deliver software 
in packages called containers. 

⦁ Bash Scripting helps in executing a shell command, 
running multiple commands together, customizing 
administrative tasks, performing task automation etc. 

⦁ Nginx is used  as a web server designed for 
maximum performance and stability. 
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IV. FLOW OF THE PROCESS 

 
In this project we will be using Django and our main 
framework backing up most of the authentication, 
communication with the frontend and the database, and 
effectively handling traffic, sending emails, sending SMS and 
much more. Front end will be handled by HTML, CSS and 
JS. JavaScript will be handling all the robust frontend actions 
like making XHR requests, visibility of elements, interactions 
with the users, etc. MySQL will be the database 
holding all the information about the students and PTO. 
 

EXISTING SYSTEM PROPOSED SYSTEM 

1. Manual SGPA CGPA 
calculation  

1. Automatic CGPA SGPA 
calculation 

2. Manual shortlisting 2. Can generate Shortlist 
with Criteria 

3.Notifying students 
individually   

3. Notifying students on 
one click 

4. No option for students to 
update Resume     

4. Can Update resume at 
any time 

5. Collect Feedback 
Manually 

5. Can write Feedback on 
site 

6. Manual Reminding 
about Training and 
Placement Fees 

6. Automatic Reminding 
about Training and 
Placement Fees 

 

 
 
 

Figure 4: Allover Statistical Display of Registrations 
 

 

 
 

 
Figure 5: Notification box 

 
 

Applications: -  
 

1. It can be used in colleges to ease the way of the 

placement campus drive. 

2. On a large scale it will help in the recruitment 

process more efficiently. 

 

Advantages: -  
 

1.  Easy to Install  

2.  No Manual workload  

3.  Easy to use  

4.  More accuracy 

 
 
 

V. RESULTS 
 

This paper depicts how the system will work and how smooth 
the conduction process is going to take place from the very 
beginning of registration till the recruitment of the 
individuals and how stress-free the process is this for the 
placement officers. 
 

VI. CONCLUSION 
 
According to various surveys done, this turns out really well 
for both students as well as the officers and the companies' 
HRs too. We hope to look forward to implementation of this 
system not only in our college but in all the colleges of this 
region as well as the country. This way the process of 
recruitment is going to be hassle-free.The main advantage of 
this paper is that it suggests the solution to a very existing 
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problem at a very low cost. The accuracy of the system is no 
doubt of  high rate for good possible outputs. 
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Abstract— In this paper we implemented 3D discrete wavelet Transform(DWT) using lifting based algorithm .The lifting based DWT 
architecture has the advantage of low power computational complexities transforming the signals with extension and regular data flow. 
We also provide a survey on these architectures for both 1-D and 2-D DWT. 3-D DWT uses a cascade combination of three 1-D wavelet 
transforms. 

   KEYWORDS: DWT, LIFTING, IMAGE COMPRESSION 

I.INTRODUCTION
Wavelet transforms is one of the most modern areas of 
mathematics. In the last few decades, there has been an 
enormous increase in the applications of wavelets, in which it 
is used as an analytical tool in various areas of technical 
research such as electronics, computers and 
telecommunication systems that require efficient speed, 
resolution & real time memory and optimization with 
maximum hardware utilization. A wavelet, as the name 
suggests, is a little piece of a wave. They are used in 
representing data and other functions that satisfy certain 
mathematical requirements. The fundamental idea behind 
wavelets is to analyze according to scale. Wavelet algorithms 
process data at different scales or resolution. Wavelet 
transforms offer a wide variety of useful features in contrast to 
other transforms such as Fourier or cosine transform. Fourier 
transform is a powerful tool for analyzing the components of 
stationary signal, but it failed for analyzing non-stationary 
signal, whereas wavelet transforms allows the components of 
a non-stationary signal to be analyzed by using a set of 
damped oscillatory functions known as wavelet basis. 
Wavelet transforms in its continuous form is represented as 
CWT. A discrete and fast implementation of CWT is known 
as standard DWT. It decomposes the signal into different sub- 
bands with both time and frequency and facilitates to arrive at 
high compression ratio. 
Recent advances in implementation of image coding and 

progressive image transmission through DWT demand both a 
large number of computations and large storage features that 

are not desirable for either high speed or low power 
applications. A methodology for implementation of the above 
complex applications have been proposed known as lifting 
based DWT that often has far fewer computations than DWT. 
In lifting scheme, the signal is divided like a zipper and a 
series of convolution-accumulate operations across the divided 
signals is applied, since this technique applies to each of this 
individual divided signals. Finally, brief summaries are given 
in below sections to conclude the paper. 

II.WAVELETS
2.1. Wavelet Definition: A ‘wavelet’ is a small wave which 
has its energy concentrated in time. It has an oscillating 
wavelike characteristic and is a suitable tool for transient, non-
stationary or time-varying phenomena. 

2.2 Wavelet Characteristics: The difference between wave 
(sinusoids) and wavelet is shown in figure 1.1. Waves are 
smooth, predictable and everlasting, whereas wavelets are of 
limited duration, irregular and may be asymmetric. Waves are 
used as deterministic basis functions in Fourier analysis for 
the expansion of functions (signals), which are time-invariant, 
or stationary. The important characteristic of wavelets is that 
they can serve as deterministic or non-deterministic basis for 
generation and analysis of the most natural signals to provide 
better time-frequency representation, which is not possible 
with waves using conventional Fourier analysis 

(a) (b) 

Fig.2. Representation of a (a) wave (b) wavelet 
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2.3 Wavelet Analysis: The wavelet analysis procedure is to 
adopt a wavelet prototype function, called an ‘analyzing 

wavelet’ or ‘mother wavelet’. Temporal analysis is performed 

with a contracted, high frequency version of the prototype 
wavelet, while frequency analysis is performed with a dilated, 
low frequency version of the same wavelet. Mathematical 
formulation of signal expansion using wavelets gives Wavelet 
Transform (WT) pair, which is analogous to the Fourier 
Transform (FT) pair. Discrete-time and discrete-parameter 
version of WT is termed as Discrete Wavelet Transform 
(DWT). 
 
2.4. Advantages of Wavelets: 
(a).Wavelet analysis is an exciting new method for solving 
difficult problems in mathematics, physics, and engineering, 
with modern applications as diverse as wave propagation, data 
compression, signal processing, image processing, pattern 
recognition, computer graphics, the detection of aircraft and 
submarines and other medical image technology.  
(b).Wavelets allow complex information such as music, 
speech, images and patterns to be decomposed into elementary 
forms at different positions and scales and subsequently 
reconstructed with high precision.  
(c).Wavelets are a powerful statistical tool which can be used 
for a wide range of applications, namely: Signal processing, 
Data compression, Fingerprint verification, Blood-pressure, 
heart-rate and ECG analyses, DNA analysis, and protein 
analysis. 
 

III.DISCRETE WAVELET TRANSFORM 
3.1. Wavelet Transforms: Wavelet transform has gained 
widespread acceptance in speech, image and video processing, 
and in signal processing in general because of its attractive 
characteristics to represent non-stationary signals in both 
frequency and time domains. The wavelet transform is 
computed separately for different segments of the time-
domain signal at different frequencies. Multi-resolution 
analysis: analyzes the signal at different frequencies giving 
different resolutions. Multi-resolution analysis is designed to 
give good time resolution and poor frequency resolution at 
high frequencies and good frequency resolution and poor time 
resolution at low frequencies. Good for signal having high 
frequency components for short durations and low frequency 
components for long duration, e.g. Images and video frames. 
3.2. Discrete Wavelet Transforms: It is a wavelet transform 
for which the wavelets are discretely sampled. DWT of a 
signal x(n) is calculated by passing it through a series of 
filters. First the samples are passed through a low-pass filters 
with impulse response g(n) resulting in a convolution of the 
two. 
 

  Y[n]=(x*g)[n]= ∑ 𝒙[𝒌]𝒈[𝒏 − 𝒌]∞
𝒌=−∞   (1) 

 The signal is also decomposed simultaneously using a high-
pass filter h(n). The outputs giving the detail coefficients(  
from the high pass filter)and approximate coefficients(from 

low pass filter) as shown in fig.3.These 2 filters are related to 
each other and they are known as a quadrature mirror filters. 
The frequency of the signal have now been removed, half the 
samples can be discarded according to Nyquist’srule. The 
filter output’s are then sub sampled by 2(g-high pass and h-
low pass). 

Ylow [n]=∑ 𝒙[𝒌]𝒈[𝟐𝒏 − 𝒌]∞
𝒌=−∞   (2) 

Yhigh[n]=∑ 𝒙[𝒌]𝒉[𝟐𝒏 − 𝒌]∞
𝒌=−∞   (3) 

This decomposition has halved the time resolution since only 
half of each filter output characterizes the signal.Each output 
has the frequency band of the input so the frequency 
resolution has been doubled. 

 

Fig.3. One-Dimensional DWT 

 
IV.TWO-DIMENSIONAL DWT 

One-Dimensional DWT can be easily extended to two 
dimensions which can be used for the transformation of two 
dimensional images. A two dimensional digital image which 
can be represented by a 2-D array x[n1,n2] with n1 rows and 
n2 columns, where n1 and n2 are positive integers.First, a one-
dimensional DWT is performed on rows to get low frequency 
‘L’ and high frequency ‘H’ components of the image.The 
fundamental block diagram of a 2-D DWT is as shown in fig 
4a. 

 

                 Fig.4  Two-Dimensional DWT  

At each scale, an image f(x,y) is decomposed into an 
approximation image ja  of a low-pass band, and  three detail 

images xy
j

y
j

x
j ddd ,, corresponding  to a horizontal high-pass 
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band x
jd , a vertical high-pass band y

jd , and a diagonal high-

pass band xy
jd  as given below: 
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Compare with single dimension case
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Due to down-sampling of the coefficients, the size of the 
image at lower level is half of that of the higher level.In two-
dimensional image analysis, the three wavelets   are given by: 

     yxyx  ,1
, 

     yxyx  ,2
 

     yxyx  ,3
   (7) 

Extract image details at different scales and orientations. At 
each scale, we end up with three “detail” images:(a) Low-pass 
filtered in the x-direction and high-pass filtered in the y 

direction,      yxyx  ,1 , yielding detail Dx. 
(b)Low-pass filtered in the y direction and high-pass filtered 

in the x direction,      yxyx  ,2  yielding detail Dy, 
and, (c)finally, high-pass filtered in both x and y directions 
yielding detail Dxy 

2I x
2D

y
2D xy

2D

x
1D

y
1D xy

1D

 

Fig.5 Components of decomposed image, three details and one 
approximation at each scale. 

So, we have three orientations for details: Horizontal, Vertical 
and Diagonal. To cover the entire image using one 
dimensional wavelets, we consider image composed of rows 
or columns which are one dimensional in rows or columns. 
We apply wavelet transform for each row (i.e. keeping x 

constant but changing y) starting from the top row. Then apply 
wavelet transform on the results of row operations but now 
move column-wise starting from the left column where we use 
wavelet or scaling function depending on whether we want 
LL, LH, HL or HH signal components. Since we are using one 
dimensional wavelet transform at each scan of x or y 
direction, we have only two filters low pass ‘L’ and high pass 
‘H’ where we use them in sequence  in x and y directions. To 
obtain low frequency band  in x  and y direction, we need to 
use to low pass filters as shown in Fig.4c Similarly we use 
LH, HL and HH for other frequency bands. 

 

Fig.6. Different levels of decomposition of an image 
 

V.3-DIMENSIONAL DWT 
 The 3D DWT can be considered as a combination of three 1D 
DWT in the x, y and z directions as shown in the fig. 5. The 
preliminary work in the DWT processor design is to build 1D 
DWT modules, which are composed of high-pass and low-
pass filters that perform a convolution of filter coefficients and 
input pixels. After a one-level of 3D discrete wavelet 
transform, the volume of image is decomposed into 
HHH,HHL,HLH,LHL,LHH,LLH and LLL signals as shown 
in fig.5.The process results in 8-data stream. The approximate 
signal resulting in scalar operations only goes to the next 
octave of the 3D transform. It has roughly 90 percent of the 
total energy. Meanwhile, the seven other streams contain the 
detail signals. Note that though conceptual drawing of the 3D 
DWT for one octave has 7 filter phases, this doesn’t mean that 

the process needs 7 physical pairs. For example, a folded 
architecture maps multiple filters onto one filter pair. 
 

          
                             Fig.7. 3-Dimensional DWT 
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VI.LIFTING BASED DWT 
The development of the lifting scheme was proposed for the 
construction of bi-orthogonal wavelets. The main feature of the 
lifting scheme is that all constructions are derived in the spatial 
domain. It does not require complex mathematical calculations 
that are required in traditional methods. Lifting scheme is 
simplest and efficient algorithm to calculate wavelet 
transforms. It does not depend on Fourier transforms. Lifting 
scheme is used to generate second - generation wavelets, which 
are not necessarily translation and dilation of one particular 
function.  
The memory modules are divided into multiple banks to 
accommodate high computational bandwidth requirements .a 
number of architectures have been proposed for calculation of 
the convolution based DWT. The architectures are mostly 
folded and can be broadly classified into series (where the 
inputs are supplied to the filters in a serial manner) and parallel 
architectures (where the inputs are supplied to the filters in a 
parallel manner). The basic principle of lifting scheme is to 
factorize the poly-phase matrix of a wavelet filter into a 
sequence of alternating upper and lower triangular matrices and 
diagonal matrix. This leads to the wavelet implementation by 
means of a banded-matrix multiplications. 
 Constructing wavelets using lifting scheme consists of three 
steps: (a)Split step: where the data is split-up into odd and even 
sets. (b)Predict step: in which odd set is predicted from even 
set. Predict phase ensures polynomial cancellation in high pass. 
(c)Update phase: that will update even set using wavelet 
coefficient to calculate scaling function. Update stage ensures 
preservation of moments in low pass. Block diagram of 
forward Lifting scheme is as shown in fig.6a. 
 
6.1. Working of lifting scheme: 
The basic idea behind lifting scheme is that, it tries to use the 
correlation in the data to remove redundancy. First split the 
data into 2 sets(split phase) i.e., odd sample and even sample. 
Because of the assumed smoothness of the data, we predict 
that odd samples have a value that is closely related to their 
neighboring even samples. We use N even samples to predict 
the value of a neighboring odd value (predict phase).With a 
good prediction method, the chance is high that the original 
odd sample is in the same range as its prediction. We calculate 
the difference between the odd sample and its prediction and 
replace the odd sample with this difference. 
 
6.2. For Image Compression: In each lifting stage, the 
predicting or updating operations are carried out in the 
direction of image edges and textures in a local window, and 
are not necessarily horizontal or vertical. This adaptation can 
significantly reduce the signal energy of high-pass sub-bands. 
High angular resolution in prediction is achieved by the use of 
fractional pixels in prediction and update operations. The 
fractional pixels can be calculated by any existing 
interpolation method. In order to guarantee perfect 
reconstruction, the predicted and updated samples are always 
in integer pixel positions. 
 

Fig.8. Block diagram of forward Lifting scheme 
 
 
 

 
Fig.9. Architecture of DWT based on lifting scheme 

 
6.3.Reasons for the choice of Lifting scheme 
We have used lifting scheme of wavelet transform for the 
digital speech compression, because lifting scheme is having 
following advantages over conventional wavelet transform 
technique. (1)It allows a faster implementation of the wavelet 
transform. It requires half number of computations as compare 
to traditional convolution based discrete wavelet transform. 
This is very attractive for real time low power applications. 
(2)The lifting scheme allows a fully in-place calculation of the 
wavelet transform. In other words, no auxiliary memory is 
needed and the original signal can be replaced with its wavelet 
transform. (3)Lifting scheme allows us to implement 
reversible integer wavelet transforms. In conventional scheme 
it involves floating point operations, which introduces 
rounding errors due to floating point arithmetic. While in case 
of lifting scheme perfect reconstruction is possible for loss-
less compression.  

 

Journal of Huazhong University of Science and Technology ISSN-1671-4512

vol 50 4 issue 4



VII. RESULTS 
Consider an color RGB image of size 225x225 and convert it 
into a gray scale image which is then resized into 256x256 as 
shown in fig 10. 

 

      
 

      Fig 10.  Resized Input Image 
 

We extract the  required wavelet co-efficients and combine it 
with corresponding filter coefficients. Divide the image 
coefficients into odd and even indexed values. Convolute filter 
coefficients with image coefficients taking two adjacent pixel 
values at a time. After performing predict and update step 
column wise first and row wise next we get 128x128 pixel 
image which is the output of 1D DWT as shown in fig b. 

 
  

 
 
fig 11. Output Of 1D DWT 
 

 
The output of 1D DWT is given as an input to the cascaded 
filters of 2D DWT where the image is compressed further that 
leads to 64x64 pixel image as shown in fig c. 
 

  
 
            Fig 12. Output of 2D DWT 
 

 
 The output of 2D DWT is given as an input to the cascaded 
filters of 3D DWT. The final image is the compressed 
image(32x32) of the original input image due to 
normalization/down sampling which is shown in fig d. 

 

 
 

           Fig 13. Output of 3D DWT 
 

VII.COMPARISIONS 
 

At first, the comparision between different stages of DWT 
implemented in this paper using lifting based algorithm is 
tabulated below: 

 
Next, the time difference in computation speed  between 
normal dwt and discrete wavelet transforms implemented using 
lifting based algorithm is shown below in fig 14 and fig 15. 

Levels of dwt Extent of relative 
compression 

1st  level DWT 2:1 
2nd  level DWT 4:1 
3rd level DWT 8:1 
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As we have already seen the advantages of using lifting based 
algorithm that it takes less time to compute than  normal  
DWT. As we see in fig 14. that  normal dwt takes a total time 
of 1.108s to process an image. Where as lifting based algorithm 
shown in fig 15.  Takes  the total time of 1.044s to process 
same image ,there is a time difference of  0.064s for just one 
image but in real world we deal with millions of images at a 
time where time constraint is more effective and hence lifting 
based occupies high priority. 
 

 
          
Fig 14. Time simulation results of normal DWT 
 

 
 

Fig 15. Time simulation results of lifting based                     
DWT 

CONCLUSION 
In this paper, we implemented  the lifting based 
implementations of 1-dimensional, 2-dimensional and 3-
dimensional Discrete Wavelet Transform. We briefly described 
the principles behind the lifting scheme in-order to better  
understand the different implementation styles and structures.  
The result of this implementation is the compressed image  
whose relative compression is 8 times the input image as 
shown in simulation figures. 
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ABSTRACT
Wireless Sensor Network are spatially distributed sensors intended to monitor different physiological conditions. Sensing 
and communicating data from one place to another consumes more energy, therefore the management of sensor energy 
is very important factor. Energy utilization, synchronization and lifetime of the network is the main criteria in WSN. 
More energy is lost by sensors which are far from the base station.The cluster head is deployed to collect and relay 
information from  nodes to the base station or gateway nodes to resolve this problem. To decrease energy consumption, 
gateway nodes are deployed  between the cluster head and the base station. In this paper, a hybrid approach is used to 
increase the overall efficiency of the network in WSNs with time synchronization which increases the throughput of 
the network. The efficiency in terms of network lifetime, residual energy, data packets, throughput of the network has 
been improved as shown in simulation results. The performance of WSN of the proposed scheme is compared to other 
classical routing scheme and proposed algorithm has proved its merit.

KEY WORDS: BaSE STaTIoN (BS),  CluSTEr hEad (Ch), GaTEWay NodE (GN), rouTING proToColS, WIrElESS 
SENSor NETWork (WSN).
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INTRODUCTION

presently there have been development in Micro-Electro-
Mechanical Systems (MEMS) in tandem with major 
developments in digital signal processing (dSp) which 
has. led to growth of micro-sensors. previously few 
industries use wired sensors, implementation provides 
deployment of sensor nodes more viable than before. 
previously, there has been study regarding applications 
of WSN such as environmental monitoring, agricultural 

field, military surveillance and home automation 
(pavithra et al., 2019).

deep research on routing protocols efficiency was done 
considering  the power constraints  in WSNs and there 
was vast deployment of nodes on large-scale , to ensure 
reliable and real-time data transmission. recently 
there has been exposure in the field of WSNs and their 
applications because they are easy to deploy and are of 
low cost, have flexibility. a WSN have  distinctive set of 
resource curtailment like finite on-board battery power, 
limited processing ability and limited communication 
bandwidth. Since sensors are battery-powered, energy 
efficiency is of vital  importance in WSNs. algorithms 
are used to solve the problem of power constraint without 
altering the standard. local collaboration among  sensors, 
suppression, data compression, redundant data ,avoidance 
of direct transmission to far distant sensors are of the 
major factors that influence algorithm designers to device 
unique distributed, scalable and energy efficient solution 
for Wireless Sensor Networks.
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.In common, the sensor nodes measure  environmental 
conditions,. The sensor node extract some useful 
information by processing the raw sensor signals . The 
output of this  processed signal is transmitted the through 
direct communication  or multi-hop communication 
with access point across other sensor nodes. In some 
situations, repeaters (rps) are used for multi-hops, to 
support sensors installed outside the radio range. one 
of the components of the WSN  is the base stations  
which has more energy, computational ,communication  
resources. Forwarding of data from wireless sensor 
network on to a server is done by the BS which acts as 
a gateway. Energy is a limited resource of WSN , and 
it determines the lifetime of WSNs. The computation 
subsystem has less energy consumption when compared 
to the communication subsystem has. The energy 
required for transmitting one bit may consume as same 
as executing a few thousands instructions. hence, 
communication must be traded for computation. In 
different environments, together with remote and hostile 
regions, where ad-hoc communications are a key element 
WSNs is to be deployed in large numbers .For this reason, 
algorithms and protocols should  concentrate on the 
subsequent issues:

lifetime maximization: Sensor nodes should be •	
energy efficient and consumption of energy of the 
device should be less due to the limited energy 
resources. The radio power supply when not in use 
should shut off  to conserve power of the node
fault tolerance and robustness .•	
Self-configuration.•	

Figure 1 shows the arrangement of WSN.

the distance between one node to every other node is 
calculated using the pythagoras theorem. The node which 
is equidistance to all other nodes along with high energy 
will be selected as the cluster head. This will reduce energy 
consumption. Error during communication can be reduced 
by using time synchronization in communication. This 
will reduce the packet collision during data transmission. 
In this paper, a new synchronization method considering 
a new broadcast sequence is used. This determines the 
order of the nodes that transmit timing information, this 
Eliminates collision.  Section II presents a summary of 
the existing systems. The framework of proposed system 
is  explained in Section III . The system is evaluated in 
Section IV based on simulation and implementation. 
Section V, addresses the future scope and demands. The 
paper concludes with section VI.

Existing Systems: a wireless sensor network consists 
of distributed sensor nodes. Sensor nodes include of 
sensing unit based on application, processing levels. 
In the existing system, many limitations or difficulties 
cause less efficiency of the system. It includes Energy 
limitations storage or environmental limitations, 
communication constraints, and other limitations. 
Transfer of information to nodes needs more energy. 
hence sensor nodes are affected by energy limitations. 
Sensor nodes are small devices and hence their capacity 
to store the data is less. Nodes of the network may get 
affected by many environmental conditions physical 
obstacles, unpredictable errors, and also communication 
interferences.

Communication constraints are limitation of bandwidth, 
frequent routing changes, channel error rates, and also 
unreliable communication. lEaCh (Salah et al., 2016) is 
the main protocol under hierarchical routing protocols 
which includes set-up phase, and steady-state phase. 
In the first phase some nodes are selected at random 
probability as cluster heads (Chs) and nodes are ordered 
into clusters. In the second phase, the data is transmitted 
to the BS. ChS has to lose more energy when compared 
to other normal nodes. a drawback of this system is 
cluster head consumes more energy and sensor nodes 
die faster.   

In ( djenouri et al., 2012) they proposed a protocol that 
mainly deals with the technique of the cluster head 
(Ch) selection that makes balanced energy consumption 
among the sensors, and which leads to enhancement 
of lifetime of the sensor network. In (Sang et al., 2012) 
for transmission of data to the Base Station majority of 
the energy of sensor nodes is used. Thus, there is a fast 
depletion of energy. here agglomerative to limit the 
energy utilization of cluster heads a portable base station 
is utilized along with cluster approach. But the movement 
of the Base Station is not always feasible. In (ruqiang et 
al., 2014) this it discusses up several technical challenges 
and many application possibilities that occur when 
the sensor networks interconnect several nodes when 
wide networks are established. These wireless sensor 
networks communicate using multiple -hop wireless 
communications systems. 

Figure 1: Schematic of WSN

hierarchical routing algorithms are  more efficient 
algorithm. In this, Chs are responsible for collecting 
the data and send it to GN and then the GN sends the 
information to the BS. If the members of the cluster 
are far, then there is a wastage of energy. To solve this 
problem, the Centrality approach is used. In this method, 
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To (raghunandan et al., 2011) guarantee reliable 
multi-hop communication and to maintain the routes 
in the network routing protocols for WSN are used. It 
provides us with an idea of routing protocols for WSN 
and compares their relative strengths and limitations 
to provide better energy efficiency or increase wireless. 
In (raghunandan et al., 2012) mainly concentrates on 
synchronization schemes where a multichip extension 
is used which use a final local estimates, without any 
forwarding of synchronization signals. In the existing 
system, there are many routing challenges and design 
issues. In designing routing protocols one should consider 
the uniform distribution of sensor nodes; otherwise, we 
should go for clustering. production costs also should be 
less and the quality of service should be good.

Proposed System: In a hierarchical approach, some 
sensors are classified as lower energy nodes and some 
sensors are grouped as higher energy nodes. The higher 
energy nodes become cluster heads (Chs) and lower 
energy nodes become the normal sensors that perform 
the ensuing operation only. 
Ch is decided with a different probability (d djenouri et 
al., 2012) by following equation.

T(n)= [p/(1-p)] ×( r mod p-1 )  (1)

from base stations hence they consume more energy 
during transmission of data to a base station. hence 
gateway nodes are introduced. Gateway nodes receive the 
data from sensor nodes and then send them to the base 
station.  Time synchronization is an elementary part of 
any network-oriented organization and system. In our 
proposed system grouping of sensor nodes is done called 
clustering. The energy consumed by the transmitter for 
transmission of message to a distance is given by,

     (2)

The energy dissipated by a receiver to receive bit message 
is given by

 (3)

Threshold distance is given by,

    (4)

Clustering is done to construct the appropriate topology 
of the network. The clustering-based network reduces the 
cost of the routing algorithm and the flooding broadcast. 
In this cluster-based routing approach, sensor nodes that 
are in a particular radio range are grouped which forms a 
cluster. Each group or cluster has one cluster head (Ch). 
This Ch collects all the data from sensor nodes in a cluster 
and it performs data fusion and sends it to the nearby 
gateway node. Ch is selected based on the centrality 
approach. In this method distance of nodes between 
each other is determined; the node which is equidistance 
from the other node and the node having more energy 
is selected as Ch. after Ch selection aggregation of 
data is performed by removing redundant data. data 
aggregation is the process of removing redundant data 
during transmission. This will increases the lifetime of 
the network. 

In the proposed system base station (BS) is fixed. The 
same algorithm can also be applied to a movable base 
station.  during the data communication phase, the 
data packets are transmitted from Ch to gateway node 
and from gateway node to BS. This process is called 
multi-hop communication. The proposed technique uses 
the receiver-to-receiver concept implemented by the 
reference broadcast Synchronization which minimizes 
the time-critical path when compared to the sender-to-
receiver method.

Implementation: The proposed system is simulated using 
MaTlaB software. We consider 100 sq.m area and 100 
nodes are distributed randomly. MaTlaB Simulation 
is done for 4500 rounds. The proposed algorithm is 
compared with dr-lEaCh. Fig.3 Initial network topology 
for lEaCh. The figure 3 shows deployment of sensor and 
clustering of the network area in dr-lEaCh.

Figure 2: Concept of proposed techniques

But the cluster heads deal with the collection of 
information from sensors, data aggregation of these data 
and transmission of processed data to the next level. 
Figure 2 shows the concept of the proposed technique. 
The main aims of this protocol are to reduce power 
consumption, data aggregation, and time synchronization. 
The main aim of the proposed technique is to increase 
energy efficiency, improving the time synchronization in 
communication between each node and the receiver, and 
enhance the network lifetime of sensor nodes. This paper 
is mainly motivated to overcome the problem of higher 
energy consumption of sensor nodes and extending the 
lifetime of wireless sensor networks to provide good 
transmission and data sense. Since Sensor nodes away 
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Figure 3: Initial network topology for LEACH Figure 4: Network framework for Proposed Technique

Figure 5: Comparision of packets sent of  Proposed System 
vs. DR-LEACH in multiples of 104

Figure 6: Comparison of number of dead sensors of 
Proposed System vs DR-LEACH

Figure 7: Comparison of Residual energy of results of 
Proposed System vs DR-LEACH

Figure 8: Comparison of Network Lifetime of Proposed 
System vs DR-LEACH
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The connectivity between individuals to Ch, Ch to the 
gateway node, and GN to Base station are shown in 
figure 4 of proposed system. Figure 4 shows network 
framework of proposed Technique. Figure 5 packets 
sent of proposed System vs. dr-lEaCh. Figure 6 
shows the Comparison of number of dead sensors of 
proposed System vs dr-lEaCh. Figure 7 Comparison 
of residual energy of results of proposed System vs dr-
lEaCh. The implementation results in a hybrid model 
comprising of energy conservation, data aggregation, 
and time synchronization. The results in the graph 
show improvements in the lifetime of the network along 
with time synchronization.  With respect to simulation 
results numbers of dead nodes are less on comparison 
with rounds of dr-lEaCh protocol. This shows that the 
lifetime of network using proposed system is enhanced 
compared to dr-lEaCh which leads to maximum 
transmission of data. hence the WSN using the proposed 
technique works with more powerfully on comparison 
to the dr-lEaCh.

CONCLUSION

Energy consumption by sensors is a major parameter 
for network lifetime in WSN. In hierarchical clustering 
methodology, the cluster head selection plays an 
important role. When the complete network is considered, 
then the optimization of energy consumption can be done 
by the changing of the cluster head based on priorities 
at the cluster level. In this proposed system, we establish 
a connection from sensor nodes to Ch, Ch to GN, and 
from the gateway node to the base station. The energy 
utilization can be decreased by properly designing the 
Ch selection mechanism. 

The selection of cluster head proposed in this paper is a 
new technique discussed concerning distance from the 
base station and centrality approach at the cluster level. 
along with that time synchronization is achieved using 
reference broadcast synchronization. The implemented 
protocol shows an improvement in the lifetime network, 
and the life of nodes will be extended to the maximum 
period. here we are comparing the proposed system with 
the dr-lEaCh protocol and it proves that the proposed 
system is more efficient than dr-lEaCh.
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Abstract: There is an enormous amount of data being dealt with by the medical field on a daily basis. Using a 
conventional method for handling data can affect the accuracy of the results. Early recognition of the disease is 
crucial for the analysis of patient medicines and specialists. The objective of this paper is to provide a 
comprehensive review of the techniques used in disease detection. Machine learning algorithms can be used to 
find out facts in medical research, particularly disease prediction. Machine learning algorithms such as Support 
vector machine [SVM], Decision trees, Bayes classifiers, K-Nearest Neighbours [KNN] Ensemble classifier 
techniques, etc. are used to determine different ailments. The use of machine learning algorithms can lead to fast 
and high accuracy prediction of diseases. This research paper analyses how machine learning techniques and 
algorithms are used to predict different diseases and their types. This paper provides an extensive survey of the 
machine learning techniques used for the prediction of chronic kidney disease, liver disease, haematological 
diseases, Alzheimer’s disease, and urinary tract infections. 
Index Terms: Machine Learning Algorithm, Disease, Neural Networks, Decision tree. 
 
1.  Introduction 

Machine learning is a subset of artificial intelligence that contains algorithms or methods, for naturally creating 
models from data. Machine Learning is the technique of making computers learn and act like human beings by 
feeding data sets and information without being specifically programmed[1][2].  A machine learning system learns 
from experience, unlike a machine that performs a task by following clear-cut rules[3][4]. A rule-based system 
will perform a task the same way every time, whereas the performance of a machine learning system can be made 
better through training and testing by exposing the algorithm to more data. The Machine Learning model can be 
broadly classified into three categories. 
 
2.  Machine Learning:Classification 
2.1. Supervised Learning Model  

 
Supervised learning as the name suggests works under supervision, that is the machine predicts after being trained 
by the data that is labelled. Data for which the target answer is already known is called a labelled data. [5] The 
labelled data is fed to the machine which analyses and learns the relation of these images with its labels, based on 
its features. Now when a new image is fed to the machine without any label, with the aid of only the past data set, 
the machine is able to predict accurately and give the output. Example algorithms include: The Back Propagation 
Neural Network and Logistic Regression[6][7]. 
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Fig.1. Supervised Learning Algorithm 

 
2.2. Unsupervised Learning Model  
Unsupervised machine learning Model lacks supervision, by not training the machine nor allowing it to act on the 
data which is not labeled. Therefore, machine tires to link the patterns and give the response. The machine 
recognizes the patterns from given set of data and clusters them based on their similarities, patterns, etc. [8] 
Unsupervised learning can be additionally grouped into association and clustering. Example problems include 
association role learning and dimensionality reduction clustering. Example algorithms are: the Apriori algorithm 
and K-Means [9].Unsupervised Learning models are extensively used over real life data sets[10].  
 

 
Fig.2. Unsupervised Learning Algorithm 

 
2.3. Semi-supervised Learning Model  
The amalgamation of supervised learning and unsupervised learning is referred to as Semi Supervised learning. 
This learning has a combination of labeled and unlabeled data set. Manually labeling all the data set is not 
practically possible, but can label some portions of the data and use that portion to train our model. The labeled 
data can be used as a training set for our model. We use our model to predict on the unlabeled part of the data set 
and label them. This operation of labelling the unlabeled data in tandem with the output that was forecasted by 
our neural network is called pseudo labelling. After designating the unlabeled data, then we train our model with 
the full data set [11][12]. 
 

 
Fig.3. Semi-supervised Learning Algorithm 

 



Turkish Journal of Computer and Mathematics Education                 Vol.12 No.10 (2021), 3468-3475 

                                                                                                                                         Research Article      

3470 

Table 1. Summary of the Classification Models [13][14]  

 
 
3.  Machine Learning Techniques for Disease Predictionbased Self-adaptation with Reusability 
3.1. Liver Disease 

 
Liver disease (LD) is one of those uncertain diseases which are difficult to diagnose even though the symptoms 
are seen at an early stage. The reason it is difficult to diagnose is that the symptoms are not prominent in the early 
stage as the liver is capable of functioning at a partially damaged state. Early diagnosis can be life-saving. Even 
though the diagnosis of this disease at an early stage is a challenge to the medical industry, it can still be detected. 
Diagnoses at an early stage can increase the patient’s life span substantially. 
The most effective ML algorithms Back Propagation, Support Vector Machine (SVM), Naïve Bayes, Random 
Forest, and K- Nearest Neighbors (KNN) are used in the study and analysis of this disease [15]. 
The outcome of the analysis is as follows: Back-propagation algorithms give the accuracy of 73.2%[15], SVM 
gives an accuracy of 71% [15], Random forest provides an accuracy of 74%[16], KNN gives an accuracy of 
62%[16], Naïve Bayes gives an accuracy of 95.1% [17]. 
 
3.2. Chronic Kidney Disease 

 
Kidney is one of the vital organs in human body. They perform major functions like excretion, filtration of blood 
and osmoregulation. In other words, we can say that it helps in removing all the unnecessary and toxic material 
from the body. Every year in India, around a million cases of renal failure are diagnosed. Chronic kidney disease 
(CKD) is also called as renal failure. CKD is a slow and dangerous disease that leads to periodic loss of kidney 
function with the duration of time. It will develop to permanent kidney failure. The following Symptoms are seen 
if it’s not diagnosed and cured at early stage: week bones, Blood Pressure, anemia, decreased immune response, 
electrolytes accumulation, poor nutrition health and nerve damage, and built-up wastes in blood and body. The 
symptoms of CKD develop slowly and are unpredictable and aren’t confined and specific to only CKD. 
Sometimes the symptoms are not even observed with some patients. Machine learning can be used here in order 
to predict whether or not the person has CKD. This is done by using the old records of CKD affected patients in 
order to train the predicting model of machine learning algorithm. The stage of chronic kidney disease can be 
analyzed using the technique called Glomerular Filtration Rate (GFR). This is also used to find the level of kidney 
function. It majorly uses the patient’s blood creatinine for its calculation.  
By using data of CKD patients with machine learning algorithms such as Support Vector Machine, Decision Tree, 
Random Forest a model that provides maximum accuracy for predicting CKD can be built. 
From the outcome of the algorithms, it is noticed that, SVM provides an accuracy of 96.75%[18], decision tree 
algorithm gives the accuracy of 91.75% [18], Random Forest gives 99.16% [19].  
 
3.3. Haematology Diagnosis 
 
Blood affects human life in many different ways. It circulates throughout the body like a postman and visits all 
organs.  Blood should reflect the growth in change.   Different parameter values in the blood analysis tests can be 
used to detect this change.   
The pathological conditions that affect blood producing organs or the blood are termed as haematological 
diseases(HD).  This group includes a variety of blood cancers, different types of anemia such as severe aplastic 

TYPES OF LEARNING 

Supervised Machine learning Unsupervised Machine learning Semi-Supervised Machine 
learning 

Models/Method 
1.  Linear Regression 
2. Support Vector Machine (SVM) 
3. Nearest Neighbour 
4. Random Forest 
5.  Naïve Bayes 
6. Decision Trees 

 

Models/Method 
1.Heirarchical clustering 
2.Principal Component Analysis 
3.Independent Component 
Analysis 
4.K Nearest Neighbours 
 

Models/Method 
1.Continuity Assumption 
2.Manifold Assumption 
3.Cluster Assumption 
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anemia (SAA), thalassemia, iron deficiency anemia, sickle cell disease, and hemorrhagic conditions.  These also 
include idiopathic thrombocytopenic purpura, congenital neutropenia etc. 
Several parameters such as age, genders, symptoms and other health conditions are considered by the doctors to 
choose the specific test for detecting that disease.  For successful treatment of these diseases, quick and accurate 
medical diagnosis is very important. In the survey, using laboratory blood test results and machine learning 
algorithms two models were built to predict the hematological diseases.  The first model used a dataset containing 
different blood test parameters to detect the diseases and in the second model a reduced data set was used whose 
parameters were measured once the patient is admitted [20]. 
When the top five most likely haematological diseases were considered, the accuracy of the first and second model 
were 88% and 86% respectively.  For determining the most likely disease the accuracy was 59% and 57% 
respectively. On conducting a clinical test, the accuracies of both the predictive models were very much similar 
to the results of haematology specialists.  This was the first study which concluded that we can detect a 
haematological disease successfully with blood test samples alone, by using machine learning algorithms [20]. 
Usually, the data set used in haematological surveys contained a set of 50-60 parameters, a few of them were 
WBC (white blood cell concentration), PLT (platelet concentration), MCV (mean corpuscular volume), HCT 
(haematocrit), LYMPH % (lymphocyte concentration), NEUT% (percentage of neutrophils), MONO% 
(percentage of monocytes), IMI# (immature WBC concentration), PLT-X (average platelet concentration) [21]. 
From these studies we get to know that the results of the blood test contain a lot more information that is generally 
not recognized by the physicians. This remarkable result opens up exceptional possibilities in the field of medical 
diagnosis [22]. 
Among all the machine learning algorithms the ones used in this study include used: 
Support Vector Machine (Linear and RBF)- the scikit implementation of SVC (Support Vector Classifier) is used; 
Naïve Bayesian Classifier-the experiment above used the scikit lean implementation, Gaussian NB; Decision 
Tree; Random Forest. On comparing different machine learning algorithms that were applied to a large number 
of data sets, it was observed that overall Random Forest was the best algorithm to be used.  
When the results of different classifiers were examined, the accuracies of these classifiers ranged between 71.2% 
and 98.16%. The accuracies were found to be NaiveBayes-81.60%, Bayesian network-92.86%, Multilayer 
Perception-91.8-%, Decision Tree-97.00%, SVM-71.20%, Random Forests-97.12% [22]. 
 
3.4. Alzheimer’s Disease 

 
Alzheimer’s Disease (AD) is a neurodegenerative disorder. The cause of this is uncertain and it is mostly seen in 
aged people. It is one of the most common cause that leads to dementia. Selective memory impairment is seen as 
the early symptom of this. As of now, only treatments to amend some of the symptoms are available and no cure 
is available. The most commonly used model and their analysis and accuracy is as follows: 
The most frequently applied algorithm is Support Vector Machine (SVM) and the second most frequently used is 
the Naïve   Bayes algorithm. From the results it is observed that the generalized linear model surpasses the other 
classifiers with an accuracy of 88.24% during the test period. Accuracies seen for Naive Bayes algorithms and 
deep learning are 74.65% and 78.32% respectively. Accuracies for KNN (K- Nearest Neighbors ) and Decision 
Tree are 43.26 and 74.22 respectively[23]. 
96 out of the total of 1454 showed the instruments psychometric properties. 89 papers explain the paper and pencil 
test. From the studies it is observed that, the Montreal Cognitive Assessment showed an effective screening test 
for memory clinic testing [24]. 
 
 
3.5. Urinary Tract Infections 

 
A collective term that describes any infection or abnormality affecting all or any part of the urinary tract namely 
kidneys, urinary bladder, urethra and the ureters is known as UTI or the Urinary Tract Infection. The urinary 
system of human beings can be split into two sections. The upper tract consists of the kidneys and the ureteric 
(ureter). The lower tract consists of the vesica urinaria (urinary bladder) and the urethra.  
In the local primary care, Cystitis (commonly known as Urinary Tract Infection or UTI) is considered as one of 
the most common bacterial infections, affecting approximately 150 million people every year worldwide [25]. It 
is seen in older adults much more than the younger ones. It is very crucial to detect Urinary Tract Infections in 
early stages especially in older adults as delayed treatments might lead to further complications and can be 
catastrophic. An experiment was conducted whose aim was to validate, train and compare different models to 
detect Urinary Tract Infection’s using a validation dataset. 
Different models were developed in this experiment to predict the Urinary Tract Infection using seven machine 
learning algorithms namely- Support Vector Machine (SVC), Elastic Net, Logistic Regression, Extreme Gradient 
Boosting, Random Forest, Neural Network and Adaptive Boosting. The machine algorithm- Logistic Regression, 
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which is regularly used in the field of medicine was named as a side-by-side comparison of baselines. The other 
algorithms were chosen for relative ease in implementation, resiliency to overfitting, their ability to model non-
linear associations and since they were widely accepted by the machine learning community. 
The accuracies of different models were found to be: Random Forests-87.4%, Adaboost-85.6%, Support Vector 
Machine-86.3%, Elastic Net-86.4%, Logistic Regression-86.4%, Neural Networks-86.3% and XG Boost-87.5% 
[26]. 
4.  Discussion and Conclusion 
Machine learning is the science of making computers gain an understanding of and behave like humans, providing 
data and information without being specifically programmed. It can be classified into Supervised learning model, 
Semi-Supervised learning model and Unsupervised learning model. In this paper, a detailed review of machine 
learning classification is discussed. Machine learning uses various algorithm or models to perform a specific task. 
The primary use of these algorithms is in the medical prediction field. The focus is on the use and amalgamation 
of different algorithms for predicting different types of diseases using machine learning. Various research works 
with some effective techniques done by different people is studied.  
In this paper, five such diseases of high priority are considered and different machine learning models are used 
for its prediction. Models like Back Propagation, Support vector machine, Naive bayes, Random forest, and K- 
Nearest Neighbors are used for the study and analysis of Liver disease, among these, Naive Bayes gave the highest 
accuracy of 95.1%. Chronic Kidney Disease is the second disease and models like Decision tree, support vector 
machine, random forest are used for analysis. The maximum accuracy of 99.16% is observed by the Random 
forest model. The analysis and prediction of Hematology included models like support vector machine, Naive 
Bayesian Classifier, Decision tree, Random Forest and the highest accuracy of 97.12 was obtained by Random 
Forest making it the most efficient model for the prediction of this disease. The study of Alzheimer’s Disease 

included models such as Support vector machine, Naive Bayes, Random Forest. Reasonable accuracy of 74.65% 
is obtained for Naive Bayes. Different models were developed for UTI prediction employing seven machine 
learning algorithms namely- Neural Network, Random Forest, Support Vector Machine, Logistic Regression, 
Extreme Gradient Boosting, Adaptive Boosting and Elastic Net. Accuracy of 90.4% is obtained by XG Boost 
which proved to be the highest among all other models. From this study a wide overview of the relative 
performances of different variants of supervised machine learning for disease prediction is provided. The 
information provided on relative performances by this study can be used by researches in selecting appropriate 
machine learning algorithms for their studies.  
 
Table 2. Comprehensive Survey on the machine Learning Techniques for Disease Detection 

 
 
 
 

MODEL/DISEASE LIVER CHRONIC 
KIDNEY 

ALZHEIMER’S HAEMATOLOGY 
 DIAGNOSIS  

UTI  

SVM 71%[15] 96.75%[18]        - 71.2% [15] 86.3% [20] 
RANDOM FOREST 74%[16] 99.16%[19]        - 97.12% [15] 87.4% [20] 
DECISION TREE/ 
XGBOOST 

- 91.75%[18] 74.22%[23] 97% [15] 87.5% [20] 

BACK 
PROPAGATION 

73.2%[15] - - - - 

KNN 62%[16] - 43.26%[23] - - 
NAÏVE BAYES 95.1%[17] - 74.65%[23] 81.6% [15] - 
LINEAR 
REGRESSION 

- - 88.24%[23] - - 

DEEP LEARNING - - 78.32%[23] - - 
ADABOOST - - - - 85.6% [20] 
LOGISTIC 
REGRESSION 

- - - - 86.4% [20] 

NEURAL NETWORK/ 
MULTILAYER 
PERCEPTRON 

- - - 91.8% [15] 86.3% [20] 

BAYESIAN 
NETWORK 

- - - 92.86% [15] - 
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RECENT ADVANCES IN GRAPH THEORY AND ITS APPLICATIONS
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ABSTRACT. In different fields the field of mathematics plays a key role. In
mathematics, graph theory is one of the important fields used in structural
models. This structural structure of different objects or technologies leads to
new developments and changes in the current world in these areas. The field
graph theory began in 1735 with the Koinsberg Bridge problem. This paper
provides a description of implementations of graphical theory in a number of
heterogeneous areas but focuses mostly on information science, electrical engi-
neering, linguistics, physics and chemistry, computer network science, biotech-
nology and graphical theoretical applications. Several articles focused on graph
theory have been studied concerning scheduling principles, engineering tech-
nology implementations and an outline.

1. INTRODUCTION

A diagram consisting of many points and lines that unite several pairs of these
points can be easily represented for several real-world contexts. The points
might, for example, show individuals with lines who join couples with friends;
or the points could be contact centers with lines showing connection connec-
tions. Notice that one is primarily concerned in such diagrams whether a line
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connects two defined points or not; the way they are connected is immate-
rial. The definition of a graph is a statistical abstraction of conditions of this
kind.Graph theory principles are commonly used in various fields to research
and model different applications. This includes studying molecules, building
chemical bonds and studying atoms. In sociology, for instance, graph theory is
used to calculate the popularity of actors or to investigate processes of diffusion.
The theory of graphs is used for biodiversity and conservation, where a vertex
represents areas in which some species live and where edges represent migra-
tory or moving paths between areas. This data is important for examining the
breeding habits of disease, parasites and for investigating the effect of migration
on other animals. This knowledge is important. In the field of computer science,
graph theory concepts are widely used [1]. The graph theory uses algorithms
such as Breadth First Search, Depth First Search, Topological Sort, Bellman-
Ford, the algorithme of Dijkstra, Minimum Trees, the Algorithm of Kruskal and
the Prim’s.

2. HISTORY OF GRAPH THEORY

The root of the graphic principle began with the Koinsber bridge dilemma in
1735. This dilemma leads to the Eulerian graph principle. Euler analyzed the
Koinsberg Bridge problem and created a structure to solve the problem known
as the Eulerian graph. A.F Mobius offered the concept of a total graph and a bi-
partisan graph in 1840, and Kuratowski showed that they were planar of leisure
problems. The principle of tree (Gustav Kirchhoff introduced a linked graph
without cycles in 1845 and used graphical technical concepts for the measure-
ment of current in electrical networks or circuits. In 1852, the popular four-color
issue was discovered by Thomas Gutherie. Then in 1856, Thomas, P. Kirkman
and William Hamilton, researched polyhydra cycles and developed, by observ-
ing trips which visited a number of locations exactly once, the idea called the
Hamiltonian graph. In 1913, H. Dudeney spoke about an issue of puzzles. Even-
tually, Kenneth Appel and Wolfgang Haken addressed the four-color dilemma
only after a century. This period the birth of graph theory is considered [2].
To research the trees Caley learned specific analytical forms from the differ-
ential calculus. And has several consequences for theoretical chemistry. This
leads to enumerative graph theory being invented. Anyway, in 1878, Sylvester
introduced "Graph," where he drew an analogy from "quantum invariants" to
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algebra and molecular-diagram covariants [3]. In 1941 Ramsey experimented
on the colours, leading to the identification of a subset of graphic science named
severe graphic theory. In 1969, Heinrich’s computers solved the four-color mys-
tery. The analysis of asymptotic graph connectivity has led to a random principle
of graphics.

3. APPLICATIONS OF GRAPH THEORY

Graph theory principles are commonly utilized in diverse fields to research
and model different applications. This includes studying compounds, building
bonds in chemistry and studying atoms. In sociology, graph theory is similarly
used for example to calculate the popularity of performers or to investigate pro-
cesses of diffusion. Graphic theory is used in biology and conservation where
the vertex describes the areas in which animals occur and the edges reflect the
direction of migration or travel through regions. This knowledge is critical for
examining breeding trends or monitoring the propagation of diseases and par-
asites and for investigating the effect of migration on other animals[4,5]. The-
oretical graphic principles are commonly utilized in research operations. For
example the dilemma of the tour sales person, the shortest stretch in a weighted
graph, obtains optimal work and men match and finds the shortest route from
two vertices in a diagram. It is also used for modelling transport networks, net-
works of operation and game theory[6]. A digraph is used to describe the finite
game method. The vertices here mark the locations and the edges represent the
movements. Graph theory is widely employed in research and technology. Any
of the following are given:

3.1. Computer Science. For the analysis of algorithms such as: Dijkstra Algo-
rithm, Prims Algorithm, Kruskal Algorithm theory is used in computer graphics.
Anwendungsbereiche such as Graphs are used to describe the calculation flow.
Graphs are used to portray contact networks. Graphs reflect the organization of
results. Graph transformation schemes operate on the manipulation of graphs
on the basis of rules. Graph databases ensure secure, continuous storage and
querying of organized graph data. Graph theory is used for finding the shortest
route or network direction. Google Maps shows different places as vertices or
points, and the roads are seen as corners and the idea of the chart is used to find
the shortest path between two nodes.
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3.2. Electrical Engineering. Graph theory is used in electrical engineering in
the construction of circuit links. This relations are referred to as topologies.
Certain topologies include sequence, bridge, star and parallel topologies.

3.3. Linguistics. Graphs are mostly used for the parsing of a language tree and
a language tree grammar in linguistics. In lexical semantitics the semantitic
networks are used, particularly for computers, and the modelization of word
sense is simpler when a word is interpreted in relation to the word. Phonological
methods (e.g. optimal theory that is based on grid diagrams) and morphology
(e.g. finite state morphology utilizing finite-state transducers) are popular in
linguistic research as a diagram.

3.4. Physics and Chemistry. Chemistry graphs are used to model chemical
compounds. Any sequences of cell samples may be omitted in statistical bio-
chemistry in order to overcome contradictions between two sequences. This is
modelled as a graph in which the vertices reflect the sample sequences. An edge
is drawn between two vertices where there is a conflict between the sequences.
The goal is to delete potential vertices (sequences) in order to remove all dis-
putes. In short, graphic theory has a special influence in several areas and is
already spreading over many days. The following section analyzes the uses of
graph theory in computational sciences in particular. Chart theory is used in
physics and chemistry to analyze molecules. The 3D layout of complex arti-
ficial atomic systems can be quantitatively analyzed by collecting statistics on
graph-theoretical features in relation to atom topology. Graphs are also used
in statistical mechanics. In this area, diagrams may describe local relations be-
tween the interacting sections of a system and the physical process dynamics on
those structures. Graphs also express porous media micro channels in which the
vertices reflect the pores and the borders represent the smaller pores. Graph is
also useful in building both the molecular structure and the molecular grid. It
also allows us to demonstrate the connection between atoms and molecules and
helps us to compare the structure of a molecule with another.

3.5. Computer Network. The ties between linked computers in the network
obey the concepts of graph theory in the computer network. Graph theory is
often used for protection of the network. We will use the vertex coloring algo-
rithm to paint the map in four colours. Vertex Coloring Algorithm may be used
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to delegate a maximum of four distinct frequencies to any mobile network GSM
(Grouped Special Mobile).

3.6. Social Sciences. In sociology, graph theory is also used. For example, to
explore the dissemination of rumor or to calculate the credibility of actors by the
use of tools for social network analysis. Friendship and knowledge graphs de-
scribe whether or not individuals meet one another. Some individuals may affect
the behavior of others in influential diagrams. In collaborative graphs model,
two individuals operate together in a similar context, for example participating
in a film together.

3.7. Biology. Nodes in biological networks are bimolecular such as chromo-
somes, proteins or metabolites and edges that link the nodes signify interactive,
physical or chemical interactions between the bimolecular concerned. In tran-
scriptional regulatory networks, graph theory is used. It is seen in metabolic
networks as well. Graph theory is also useful in PPI (protein interaction) net-
works. Characterizing drug goal partnerships. drug target interactions.

3.8. Mathematics. Operational analysis is the essential area of mathematics.
Graph theory offers numerous practical organizational analysis uses. Like: Min-
imum route expenses, A issue with the schedule. Graphs reflect the roads be-
tween the towns. We may construct hierarchically organized details such as a
family tree with the aid of a sort of graph.

4. CONCLUSION

Programmers and designers, graph theory is an extraordinarily rich field.
Graphs can help solve some very complicated issues, such as lower costs, vi-
sualization, program analysis, etc. To calculate an optimum traffic routing, net-
work devices, such as routers and switches use graphics. This paper focuses
mainly on presenting the recent developments in the field of graph theory and
its various applications in the field of engineering. In particular, the concept of
graph theory is outlined in an overview. Researchers in different streams, such
as engineering, social science, general sciences etc., benefit from this. There is
a wide discussion of each domain application, which is very beneficial to any
researchers.
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Abstract: Wireless Sensor Network are spatially distributed sensors intended to monitor different physiological conditions. 

Sensing and communicating data from one place to another consumes more energy, therefore the management of sensor energy 
is a very important factor. Energy utilization, synchronization, and a lifetime of the network are the main criteria in WSN. 

More energy is utilized by sensors that are distant from the base station. The gateway nodes are deployed to collect and relay 
information from nodes to the base station to resolve this problem. To decrease energy consumption, gateway nodes are 
deployed in the network. In this paper, a hybrid approach is used to increase the overall efficiency of the network in WSNs 
with time synchronization which increases the throughput of the network. The efficiency of proposed protocol based network 
has shown improvements in network lifetime, residual energy, data packets, and the throughput of the network. The 
performance of WSN of the proposed scheme is compared to other classical routing schemes and the proposed algorithm has 

proved its merit. 

Keywords: Gateway Node , Wireless Sensor Network , Routing protocols, Base Station , Centrality, Cluster head 

___________________________________________________________________________ 
 

1. Introduction  

Today due to an increase in the demand for continuous monitoring of physiological changes of different 

environments has led to major developments and growth of micro-sensors. Previously few industries use wired 

sensors; implementation provides deployment of sensor nodes more viable than before. Previously, there has been 

a study regarding applications of WSN such as monitoring of environmental changes, the agricultural field, 

military surveillance, and home automation. Deep research on routing protocols efficiency is being done 

considering the power constraints in WSNs .Recently there has been more scope in the field of   WSNs and their 

applications because they are easy to deploy and are of low cost, have flexibility. Algorithms are used to solve the 

problem of power constraint without altering the standard. Local collaboration among sensors, suppression, data 

compression, redundant data, and avoidance of direct transmission too far distant sensors is of the major factors 

that influence algorithm designers to device unique distributed, scalable and energy-efficient solution for Wireless 

Sensor Networks. In common, the sensor nodes measure environmental conditions. The sensor node extracts some 

useful information by processing the raw sensor signals. The output of this processed signal is transmitted through 

direct communication or multi-hop communication with access points across other sensor nodes. In some 

situations, repeaters (RPs) are used for multi-hops, to support sensors installed outside the radio range. One of the 

components of the WSN is the base station which has more energy, computational, communication resources. 

Forwarding of data from wireless sensor network onto a server is done by the BS which acts as a gateway. has less 

energy consumption when compared to the communication subsystem. Figure 1 shows the arrangement of WSN. 

The energy required for transmitting one bit may consume as same as executing a few thousand instructions. 

Hence, communication must be traded for computation. In different environments, together with remote and 

hostile regions, where ad-hoc communications are a key element, WSNs are to be deployed in large numbers. For 

this reason, algorithms and protocols should concentrate on subsequent issues: 

Lifetime enhancement: Sensor nodes should be energy efficient and the consumption of energy of the device 

should be less due to the limited energy resources. The radio power supply when not in use should shut off  to 

conserve power of the node 

 Fault tolerance and Robustness. 

 Self-configuration. 
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Figure 1: Schematic of WSN 

Hierarchical routing algorithms are more efficient algorithms. In this, CHs are responsible for collecting the 

data and send it to GN and then the GN sends the information to the BS. If the members of the cluster are far, then 

there is wastage of energy. To solve this problem, the Centrality approach is used. In this method, the distance 

between every node to other nodes in the cluster is calculated using the Pythagoras theorem. The node which is 

equidistance to all other nodes along with high energy will be selected as the cluster head. This will reduce energy 

consumption. Error during communication can be reduced by using time synchronization in communication. This 

will reduce the packet collision during data transmission. In this paper, a new synchronization method considering 

a new broadcast sequence is used. This determines the order of the nodes that transmit timing information, this 

Eliminates collision.  Section II presents a summary of the existing systems. The framework of the proposed 

system is explained in Section III. The system is evaluated in Section IV based on simulation and implementation. 

The paper concludes with section V. 

2. Existing System 

In [2] network is divided into areas as per geographic locations based on clustering for Cluster Head selection 

and formation in WSNs. CH. After a few iterations, CH's energy level decreases due to more energy usage as it 

processes the data obtained before forwarding it to the Base Station (BS). It is also no longer worthy of being the 

head of a cluster. Thus, the formation of the cluster takes place when CH residual energy is below the threshold 

goes; hence cluster reformation is not that efficient comparatively. In [3] It aims to minimize energy consumption 

at the level of the sensor node and the level of the network in the WSN. Before the available transmission, and 

then, the lowest transmission power required for transmitting, the distance between the transmitter and the 

receiver is calculated, but here the neighbor status information is less. In protocol [14] balance energy 

consumption is implemented for Cluster Heads (CHs) by creating clusters in each round with an almost equal 

number of nodes. But this is may not be applicable in all conditions as the nodes are randomly distributed based 

on applications. For transmission of data to the base station majority of the energy of sensor nodes is used. Thus, 

there is a fast depletion of energy. In [15] only energy conservation is concentrated which is the modified form of 

LEACH delay is not considered as a major factor. 

 Hierarchical Protocols opens up several technological challenges and enormous implementation possibilities 

as sensor networks interconnect many other nodes when large networks are set up. Using multi-hop wireless 

communications, these wireless sensor networks communicate. Due to the limited computational resources and 

finite power available to each sensor node, standard ad hoc routing methods cannot be directly applied to the 

domain of sensor networks. Protocols for Routing. In [6] for wireless sensor networks are used to ensure stable 

multi-hop communication and to maintain routes on the network. It provides us with an idea on routing protocols 

for Wireless Sensor Networks and compares their relative strengths and limitations to provide better energy 

efficiency or increase wireless sensor networks. Routing in WSNs is generally, classified into 3 types depending 

on the network structure. Data-centric routing protocols are often referred to as the first routing protocol. In this, 

each sensor node works together to perform the task of sensing. In the second kind of routing is hierarchical 

routing, higher energy nodes are used to process and send information, and low energy nodes are used to perform 

the sensing in the closeness of the target. In the third category location based routing, the sensor node's area is 

addressed through its location. By sharing such information between neighbors, relative co-ordinates of 

neighboring nodes can be obtained. In the current method, there are some routing problems and design concerns. 

One should assume the uniform distribution of sensor nodes when developing routing protocols; otherwise, we 

should go for clustering. Production costs should also be lower and service quality should be high. 
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3. Material Method 

In the recent past, wireless sensor network has attracted substantial research attention as WSN’s are fast-

growing In hierarchical-based routing algorithms, Cluster Heads are in charge of compressing, forwarding and, 

gathering, data to the BS. Therefore, they play a major role. For the dissemination of all information to the 

members of that cluster. It is also critical that the clusters are developed for efficient WSN.CHs is also elected 

based on certain criteria. Thus efficiency, Network lifetime, and network stability of WSN are increased. In the 

Proposed algorithm, the sensor member senses the data and sends the data to the respective Cluster Heads. Cluster 

Head processes this data and sends it to the gateway node which in turn forwards to sink. Hence the efficiency of 

the CH increases which increases the network lifetime. 

 

Figure 2: Clustering in WSN 

Time synchronization is an elementary part of any network-oriented organization and system. In our 

proposed system grouping of sensor nodes is done called clustering. The transmitter's energy dissipated for 

the transmission of bit messages to a distance is provided by, 

If the distance between the nodes is less than the threshold distance then the following equation will be   

used 

Energy = ((ETX+EDA) (packet length) + Emp (packet length) (distance)
2
)    (1) 

If the distance is greater than the threshold then the following equation will be used 

Energy = ((ETX+EDA)(packetLength) + Efs ( packetLength)(distance)
4
)                         (2) 

The energy dissipated by a receiver to receive bit message is given by 

ER(k)=k(ERX)    (3) 

Threshold distance is given by 

r0 =  
Efs

Emp
     (4) 

Clustering is done to construct the appropriate topology of the network. The clustering-based network 

reduces the cost of the routing algorithm and the flooding broadcast. In this cluster-based routing approach, 

sensor nodes that are in a particular radio range are grouped which forms a cluster. Each group or cluster has 

one cluster head (CH). This CH collects all the data from sensor nodes in a cluster and it performs data 

fusion and sends it to the nearby gateway node. CH is selected based on the centrality approach. In this 

method distance of nodes between each other is determined; the node which is equidistance from the other 

node and the node having more energy is selected as CH. After CH selection aggregation of data is 

performed by removing redundant data. Data aggregation is the process of removing redundant data during 

transmission.  This will increases the lifetime of the network.   In our system base station (BS) is fixed. The 

same algorithm can also be applied to a movable base station.  During the data communication phase, the 

data packets are transmitted from CH to the gateway node and from the gateway node to BS. This process is 

called multi-hop communication. The proposed technique uses the receiver-to-receiver concept implemented 
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by the reference broadcast Synchronization which minimizes the time-critical path when compared to the 

sender-to-receiver method. The following assumptions are made for the proposed algorithm: 

 The nodes have equivalent initial energy and are left unattained after deployment.But limitations on 

energy, memory, and computation are not considered for Base Station The nodes can limit the power required for 

transmission to the distance. 

 Using wireless radio signal strength distance can be calculated. 

 Usually, one of the causes of node failure is energy depletion. 

 Sensor nodes are immobile. 

Clustering is a process of connecting nodes using a specific topology to perform certain tasks as per the 

requirements. For wireless sensor networks, the algorithm used finds a collection of distinguished nodes to create 

the required network topology. The next step after the deployment of the sensor nodes is grouping the sensors into 

the cluster. In the proposed algorithm, cluster formation is the same as that employed in the LEACH algorithm. At 

the beginning of each round, after grouping nodes into clusters, the cluster head (CH) is chosen. A threshold is set, 

up to which the proposed algorithm is used for the cluster head selection along with the centrality based approach. 

Data transmission is continuously monitored with energy updating after each round. The distance between one 

node and every other node is determined here, and the equidistant node is chosen as the head of the cluster.CH is 

selected based on certain criteria as mentioned below 

1) CH’s residual energy: The CH is selected based on the maximum amount of energy it has. 

2) The distance of the cluster head to the base station. The more distance from each other the more energy 

required for data transmission  

3) Depends on the number of nodes in the cluster that is in a cluster if there are more members data 

processing required is also more. 

In the Proposed Algorithm Agent gateway node approach is applied for the network. The Sensors are 

connected to corresponding CH and CH to nearby Gateway nodes.The Gateway nodes (GN) will be connected to 

the Base station (BS).Time Synchronization algorithm is applied between Sensors, CH, and GN. A reference node 

for time synchronization is selected for the first time.  Later Source Receiver synchronization is applied and 

Beacon messages are sent to the nodes. Based on the radio energy dissipation model, the energy  requirement of 

sensors are determined. The Routing of Data from nodes to CH, CH to GN, and the base station will be carried 

out. 

4. The Research Findings And Discussion 

The proposed system is simulated using MATLAB software. Here consider 100 nodes are distributed 

randomly along with gateway nodes. MATLAB Simulation is done considering the following parameters as 

shown in table 1.  The proposed algorithm results are compared with DR-LEACH , EPEGASIS , and Mod-

LEACH. Figure 4 shows the initial topology of the hierarchical approach. Figure 4 shows LEACH topology. 

Figure 5 shows the topology of the proposed system. In the proposed system gateway node along with time 

synchronization is applied. Figure 6 illustrates the network's residual energy which is applied with the proposed 

algorithm. Figure 7 shows the presence of dead sensors after around 1350 rounds. The number of dead nodes of 

other classical routing schemes is more compared to the proposed system. 

Table 1: Network Considerations 

Parameter Considerations 

Initial Energy of sensor 10J 

Energy consumed to transmit one bit 50nJ 

Number of bits per packet 6400 bits per packet 

Energy for Efs 10 pJ/bit/sq.m 

Energy for Emp 5 nJ/bit/signal 

Number of Sensor Nodes 100 
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Figure 4: Initial Topology of LEACH 

 

 

Figure 5: Proposed System 

Figure 8 shows the number of packets transmitted to the base station to rounds. Here also the improvement in 

the number of data packets to the base station is more in the proposed algorithm compared to other routing 

schemes. The is a considerable lifetime enhancement in the proposed system compared to other schemes as shown 

in Figure 9.Figure 10 shows the delay in transmitting the data to the base station the proposed system shows less 

delay compared to other routing schemes. The delay is reducing gradually as synchronization among the nodes 

improved. The throughput of the network using different routing schemes is shown in Figure 11.here also the 

proposed algorithm shows a considerable improvement. This illustrates that the proposed system is more efficient 

compared to the existing protocols which are considered for Comparision. Throughput is calculated using the 

formula given below, 

Throughput =[Sum (number of successful packets)*(average packet length)]/ (Time taken by each round)

            (5) 
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Figure 6: Comparision of Residual Energy of proposed system DR-LEACH, EPEGASIS, and Mod-LEACH 

 

Figure 7:Comparision of number of dead nodes of the proposed system with DR-LEACH, EPEGASIS, and 

Mod-LEACH 

 

Figure 8: Comparision of packet delivered by the proposed system with DR-LEACH, EPEGASIS, and Mod-

LEACH 
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Figure 9:Comparision of Network Lifetime of Proposed system with DR-LEACH, EPEGASIS, and Mod-

LEACH 

 

Figure 10: Comparision of delay by the proposed system with DR-LEACH, EPEGASIS, and Mod-LEACH 

 

Figure 11: Comparision of Throughput by the proposed system with DR-LEACH, EPEGASIS, and Mod-

LEACH 



RaghunandanG , Dr. A Shobha Rani 

 

 

3588  

Here we are comparing our proposed system with leach protocol. Figure 9 indicates the presence of alive 

nodes after corresponding iterations. The number of dead sensors appears nearly around 1000 iteration as shown 

in Figure 10. Hence the network lifetime is improved and the residual energy after each round provides us the 

information about the amount of energy consumed as in figure 11. Hence there is an improvement in the lifetime 

of the network of our proposed system. 

5. Results 

Energy consumption by sensors is a major parameter for network lifetime in WSN. In hierarchical clustering 

methodology, the cluster head selection plays an important role. Power consumption is one of the main factors for 

network lifetime in the wireless sensor network. By alternating this cluster head within the individual clusters, 

power consumption can be optimized by considering whether the network is taken as a whole. The choice of the 

cluster head between the nodes of the wireless sensor is based on the method of centrality. The implementation of 

gateway nodes would also reduce the load on the cluster head, which in turn extends the lifetime of the network. 

The outcome of the proposed approach is an improvement in the network lifespan and the number of nodes that 

remain alive for the maximum period. An efficient technique that is required for reducing the energy consumption 

by the nodes in the wireless sensor network is discussed. Along with that time synchronization is achieved using 

reference broadcast synchronization. The implemented protocol shows an improvement in the lifetime network, 

more data packets are sent with less delay. The throughput of the network using the proposed system is more 

compared to classical routing schemes. Here the proposed system is compared with the DR-LEACH, EPEGASIS, 

and Mod-LEACH protocol and it proves that the proposed system is more efficient than DR-LEACH, EPEGASIS, 

and Mod-LEACH. 

Conflicts Of Interest  

No conflict of interest was declared by the authors.. 

References   

Salah M., Boulouz, ”Energy Efficient Clustering based on LEACH”, International Conference on Engineering 

and MIS, (2016). 

D Djenouri, “R4 Time Synchronization in WSN”, IEEE signal processing letters, Vol. 19, issue 4, (2012). 

Sang H. K, Nguyen, “Distance-Based Thresholds for CH selection in WSN”, IEEE Communications Letters, Vol 

16, Issue 9, (2012). 

Raghunandan, Sagar, “A Novel Approach to increase overall efficiency in WSN “,2012 IEEE ICCEET 

proceedings, pp 699-703, March 2012. 

Raghunandan, Lakshmi, "A Comparative Analysis of Routing Techniques for WSN", IEEE NCOIET-2011, 

IEEE Conference Proceedings, (2011). 

Akkaya, Younis, "A Survey of Routing Protocols in WSN” Journal of Ad Hoc Network, Elsevier, vol. 3, pp. 

325-349, (2005). 

Ying H, Chin Y, Ting C, " AER Protocol for mobile sink in WSN," IEEE Conference on Media Computing, 

conference proceeding, pp. 44-49, (2008). 

Raghunandan.G H, Lakshmi “Secure Routing protocols for WSN", International Conference on FCS 

proceedings, (2011). 

Yunhe, Zhihua, Zhang Q, “Efficient Load Balance Data Aggregation methods for WSN based on compressive 

network coding ”, IEEE International Conference on EICT, (2016). 

Amit R, R Singh, A Nandini “WSN – Challenges and Possibilities”, IJCA, volume 140, no 2, (2016). 

Moumita, Paramita C, Sarmistha, Chowdhury “Analysis of EE WSN Routing Schemes”,    International 

Conference of EAIT, (2014). 

Abhishek C, Sumedha, “Minimization of Avg  Energy Consumption to Prolong Lifetime of WSN”, IEEE Global 

Conference on WCN, (2014). 

Zhenpengp,wuxiongzhang et.al,” Energy-efficient improvements in mod-LEACH protocol on optimal cluster 

head selection”, IEEE conference on IoT, Green computing and communication, (2018). 

JinWang, Yu Gao, Xiang Y, Feng,”An Enhanced PEGASIS Algorithm with Mobile Sink Support for WSNs” 

Hindawi, Wireless Communications and Mobile Computing, Volume 9,(2018). 

Abdallah I, Abdalraheem I, Huthaifa Al-Issa,” Dynamic Re-Clustering LEACH-Based Protocol For WSNs”, 

IJCNC, Vol.7, No.6, (2015). 



Turkish Journal of Computer and Mathematics Education                 Vol.12 No.10 (2021), 3557-3562 

                                                                                                                                         Research Article      

3557 

Structural Health Monitoring of Bridges Using WSNs 
 
Vinutha B1*, Prathiba N2, Raghunandan.G.H3  
1Departmentof Electronics and Communication Engineering,  
2,3Departmentof Electronics and Telecommunication Engineering,  
1,2,3BMS Institute of Technology and Management, India 
1vinuthabacademia@bmsit.in, 2pratibha.yashas@bmsit.in, 3raghunandangh@bmsit.in  

Article History: Received: 10 January 2021; Revised: 12 February 2021; Accepted: 27 March 2021; Published 
online: 28 April 2021 

Abstract— Wireless sensor networks (WSNs) for Structural health monitoring (SHM) has earned immense 
attention in research as it has potential to decrease expenses associated with the maintenance cum installation of 
these monitoring systems. SHM systems, traditionally are being utilized to screen perilous substructures such as 
bridges, tall buildings, fields and is capable to increase structure lifetime and safety of public. Earlier wired 
networks were used by SHM. But this resulted in heavy cost in terms of maintenance and deployment. This 
project introduces a wireless sensor network using Bluetooth nodes for detection of damage if any in any type of 
structure in which the data is processed locally in real time and helps in sending alerts once the damage is 
identified. 
Keywords— GSM, Sensors.WSN, agriculture, precision 
 
1. INTRODUCTION 

Bridges are endlessly exposed to very harsh environmental effects such as aging of materials, extensive rust 
of steel bars in tangible erections, rusting of steel erections and its parts, growing heaps of traffic and overfilling, 
or just complete weakening and old. All these elements together with negatives of proposal, creation, and 
unintentional damage, triggers the worsening of bridges and results in the injury of bridges in terms of carrying 
sufficient load. The state of extensively used built-up bridges is even inferior, one in four is categorized as not 
able to adapt modern vehicle masses or as aging and volumes of congestion. Therefore, a major amount of these 
erection needs firming, restoration, or replacement, but due to lack of public funds mostly offered for the 
essential renewal of standing buildings or creation of innovative ones. Bridges can undergo physical deprivation 
due to aging, mismanagement, or less maintenance. One major factor that has been not considered is the 
insufficient checking and supervising of prevailing structures, among the many factors which have led to the 
substandard state of bridge structures. In order to sanction some of the design parameters made, also to deliver 
real-time opinion at the time of construction (specifically right for novel bridges), and to estimate the actual 
present status of the bridge, it  should allow the engineers to take well-versed choices regarding upcoming 
aspects and repair actions or to propose preservation (specifically for enduring bridges).Obtaining the 
quantitative data with respect to the structural behavior, is the most important objective for monitoring a bridge. 
In the subsequent part, in order   to safeguard the structure, the monitoring structure is used that which offers 
early warning of an acceleration of the notorious deterioration that are being noticed.  

And then to carry out a controlled lifetime allowance of the bridges with known problems, application of 
SHM to existing bridges has significantly amplified in current years. 

 
2. EXISTING WORKS 
 
  The existing bridge monitoring system for public safety uses MBM (Monitoring Based Maintenance) 
technology that qualifies the engineer to screen the status of bridge, but not in real time. The sensors are clinged 
on load cables and everything is connected via wired. Highway bridge systems and flyovers are life-threatening 
in various areas, as they are being used since many years. The health of these poor conditioned bridges is 
important to be monitored and report should be generated when there are maintenance operations required. 
Recent advancements in sensor technology have made it possible for the automation of factual-time bridge 
health checking system. However, prevailing structure uses complex and high rate wired network amid sensors 
in the bridge and high rate optical cable between the management hub and bridge. In this venture, an idea of 
autonomous structural health checking of bridges using wireless sensor network is proposed. 
 
       Table.1: Comparison of Various Wireless protocols 

Wireless protocols Advantages Disadvantages 

mailto:3raghunandangh@bmsit.in


Turkish Journal of Computer and Mathematics Education                 Vol.12 No.10 (2021), 3557-3562 

                                                                                                                                         Research Article      

3558 

1. Wi-Fi High speed and 
higher data rates. 

 High power 
consumption. 

2. ZigBee  Low power      
 consumption 

Not compatible with 
smartphones 

3. Bluetooth  Compatible through     
 smartphones 

 Low data rates 
 (but sufficient for    
  sending alerts) 

 
 We propose the Bluetooth technology to implement the WSN for SHM because of its low cost and 
complexity, medium range (around 10m), considerably good data transfer rate (around 1Mbps) and low 
power consumption. It is easy to implement a WSN using Bluetooth protocol. 
 The main reason we have chosen Bluetooth for our project is because it is present in almost all mobile 
devices and it is easy to send alerts to the commuters using this protocol. 
 

3. DESIGN METHODOLOGY 
 

3.1 Design of Detection Module 
1. Arduino    Uno    R3:    A     dual-inline     package with ATmega328 microcontroller at core with an 

operating voltage of 5V. It comprises of 14 digital input/output pins. Has a Flash memory of 32KB and SRAM 
of 2 KB. It communicates through SPI, I2C and UART serial communications. It weighs 25g. It acts as the core 
of the system which helps to coordinate data movement from the sensor and the SIM808 module. 

2. Flex Sensors:  Variation in resistance is directly proportional to sum of curve on the device. They 
alter the variation in curve to electric confrontation. They are usually a shrill band of 1’’-5’’ lengthy variation in 

confrontation. It is to detect the depth of bend in the structure. 
3. LM35:  An electronic device that helps in heat measure of its surroundings and alters the input data 

to electronic data to record, watch or indicate heat variations. LM35 out pin is connected to any one analog input 
pin of the Arduino. 

4. SW420: This sensor safeguards piezoelectric transducer. Voltages are generated when the 
mechanical neutral axis of transducer is displaced, and this displacement results in tension of piezoelectric 
element. It detects unfamiliar quivering in structure during earthquake. 

5. SIM900: Is a quad-band GSM/GPRS module which combines GPS technology. Works on voltage 
supply in the range of 3.4-4.4V and consumes   less   energy.   It is also Bluetooth compliant and the GPS   
receiver has 22 channels and 66 tracking channels for procurement. It helps to send messages and update the 
cloud using the GSM/GPRS technology. 

6. HC-05: It is a Bluetooth module which is designed for wireless communication. This is used in 
Master-slave configuration. It interconnects with microcontrollers using serial communication (UART). 

 
3.2 Considerations for a Crack in bridge 

Inertial Measurement Unit (IMU) sensors integrate combinations of flex sensor, temperature sensor and 
vibration sensors. Standard parameter values are -55 degree Celsius to 150 degree Celsius for temperature senor 
and 60K -110K ohms for the flex sensor any variation above or under these values can be taken into 
consideration. 
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Fig 1. Basic Block Diagram 

Various parts of the bridge are installed with sensors as depicted in the above block diagram. This 
continuously observes the bend, vibrations, temperature of the structure, etc. At any provided fact of time, the 
communication system notifies the base station giving an alarm for taking necessary deterrent measures, if any 
of these constraints cross their verge of edge value. The communication between the nodes is established using 
Bluetooth modules. The receiver module and sends an alert message to the base station that takes the data from 
the transmitter. The communication is established between the transitional Bluetooth node and the base station 
using GSM module. The sensory inputs are processed to signify the condition of the structure. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 2. Flowchart depicted of SHM system 



Turkish Journal of Computer and Mathematics Education                 Vol.12 No.10 (2021), 3557-3562 

                                                                                                                                         Research Article      

3560 

3.3 Alert System 
 

The Arduino code is developed to do all tasks of a alert system that includes constantly checking if   the   
crack has occurred, reading the location, sensor data from the UART communication, making Places Search. 
Notify the team to repair the location. Sending SMS to all nearby people traveling on that road. Sending the 
alert message to all nearby essential services. In case, of emergency everyone will be ready. 
 
 

4. RESULTS 
 

 
Fig.3 AT commands bluetooth master and slave 

 
Fig.4 CMODE=0 means slave is active 

 
Fig.5 CMODE=1 means master is active 
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Fig.6 Temperature sensor graph 

 
5. CONCLUSION 

 
  The Wireless Sensor Network for autonomous Structural Health check of a bridge is built and its 
functionality is verified in the simulation software. The network is built using Bluetooth protocol and the alerts 
are transmitted to the base-station using GSM module. This system can help in saving life and property by 
informing about the damages beforehand. The total system cost is very less, and the power consumption is also 
very less as the data is being transmitted only when there are damages detected. 
 
6. FUTURE SCOPE 

 
  In future, all the smart phones will have BLE (Bluetooth Low Energy) chips inside them. The SHM 
systems can be built around this new technology which will lead to significant decrease in power consumption.   
It will also be compatible to send alerts to the commuters’ devices. 
 
     The concept of 5G and smart cities which are believed to be a reality in future is also responsible for 
driving interest in this field. In a world where every “thing” will be connected to every other “thing”, WSN will 

form an integral part of our lives. We can incorporate this technology in SHM throughout the world. 
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Abstract— In this paper we implemented 3D discrete wavelet Transform(DWT) using lifting based algorithm .The lifting based DWT 
architecture has the advantage of low power computational complexities transforming the signals with extension and regular data flow. 
We also provide a survey on these architectures for both 1-D and 2-D DWT. 3-D DWT uses a cascade combination of three 1-D wavelet 
transforms. 
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I.INTRODUCTION
Wavelet transforms is one of the most modern areas of 
mathematics. In the last few decades, there has been an 
enormous increase in the applications of wavelets, in which it 
is used as an analytical tool in various areas of technical 
research such as electronics, computers and 
telecommunication systems that require efficient speed, 
resolution & real time memory and optimization with 
maximum hardware utilization. A wavelet, as the name 
suggests, is a little piece of a wave. They are used in 
representing data and other functions that satisfy certain 
mathematical requirements. The fundamental idea behind 
wavelets is to analyze according to scale. Wavelet algorithms 
process data at different scales or resolution. Wavelet 
transforms offer a wide variety of useful features in contrast to 
other transforms such as Fourier or cosine transform. Fourier 
transform is a powerful tool for analyzing the components of 
stationary signal, but it failed for analyzing non-stationary 
signal, whereas wavelet transforms allows the components of 
a non-stationary signal to be analyzed by using a set of 
damped oscillatory functions known as wavelet basis. 
Wavelet transforms in its continuous form is represented as 
CWT. A discrete and fast implementation of CWT is known 
as standard DWT. It decomposes the signal into different sub- 
bands with both time and frequency and facilitates to arrive at 
high compression ratio. 
Recent advances in implementation of image coding and 

progressive image transmission through DWT demand both a 
large number of computations and large storage features that 

are not desirable for either high speed or low power 
applications. A methodology for implementation of the above 
complex applications have been proposed known as lifting 
based DWT that often has far fewer computations than DWT. 
In lifting scheme, the signal is divided like a zipper and a 
series of convolution-accumulate operations across the divided 
signals is applied, since this technique applies to each of this 
individual divided signals. Finally, brief summaries are given 
in below sections to conclude the paper. 

II.WAVELETS
2.1. Wavelet Definition: A ‘wavelet’ is a small wave which 
has its energy concentrated in time. It has an oscillating 
wavelike characteristic and is a suitable tool for transient, non-
stationary or time-varying phenomena. 

2.2 Wavelet Characteristics: The difference between wave 
(sinusoids) and wavelet is shown in figure 1.1. Waves are 
smooth, predictable and everlasting, whereas wavelets are of 
limited duration, irregular and may be asymmetric. Waves are 
used as deterministic basis functions in Fourier analysis for 
the expansion of functions (signals), which are time-invariant, 
or stationary. The important characteristic of wavelets is that 
they can serve as deterministic or non-deterministic basis for 
generation and analysis of the most natural signals to provide 
better time-frequency representation, which is not possible 
with waves using conventional Fourier analysis 

(a) (b) 

Fig.2. Representation of a (a) wave (b) wavelet 
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2.3 Wavelet Analysis: The wavelet analysis procedure is to 
adopt a wavelet prototype function, called an ‘analyzing 

wavelet’ or ‘mother wavelet’. Temporal analysis is performed 

with a contracted, high frequency version of the prototype 
wavelet, while frequency analysis is performed with a dilated, 
low frequency version of the same wavelet. Mathematical 
formulation of signal expansion using wavelets gives Wavelet 
Transform (WT) pair, which is analogous to the Fourier 
Transform (FT) pair. Discrete-time and discrete-parameter 
version of WT is termed as Discrete Wavelet Transform 
(DWT). 
 
2.4. Advantages of Wavelets: 
(a).Wavelet analysis is an exciting new method for solving 
difficult problems in mathematics, physics, and engineering, 
with modern applications as diverse as wave propagation, data 
compression, signal processing, image processing, pattern 
recognition, computer graphics, the detection of aircraft and 
submarines and other medical image technology.  
(b).Wavelets allow complex information such as music, 
speech, images and patterns to be decomposed into elementary 
forms at different positions and scales and subsequently 
reconstructed with high precision.  
(c).Wavelets are a powerful statistical tool which can be used 
for a wide range of applications, namely: Signal processing, 
Data compression, Fingerprint verification, Blood-pressure, 
heart-rate and ECG analyses, DNA analysis, and protein 
analysis. 
 

III.DISCRETE WAVELET TRANSFORM 
3.1. Wavelet Transforms: Wavelet transform has gained 
widespread acceptance in speech, image and video processing, 
and in signal processing in general because of its attractive 
characteristics to represent non-stationary signals in both 
frequency and time domains. The wavelet transform is 
computed separately for different segments of the time-
domain signal at different frequencies. Multi-resolution 
analysis: analyzes the signal at different frequencies giving 
different resolutions. Multi-resolution analysis is designed to 
give good time resolution and poor frequency resolution at 
high frequencies and good frequency resolution and poor time 
resolution at low frequencies. Good for signal having high 
frequency components for short durations and low frequency 
components for long duration, e.g. Images and video frames. 
3.2. Discrete Wavelet Transforms: It is a wavelet transform 
for which the wavelets are discretely sampled. DWT of a 
signal x(n) is calculated by passing it through a series of 
filters. First the samples are passed through a low-pass filters 
with impulse response g(n) resulting in a convolution of the 
two. 
 

  Y[n]=(x*g)[n]= ∑ 𝒙[𝒌]𝒈[𝒏 − 𝒌]∞
𝒌=−∞   (1) 

 The signal is also decomposed simultaneously using a high-
pass filter h(n). The outputs giving the detail coefficients(  
from the high pass filter)and approximate coefficients(from 

low pass filter) as shown in fig.3.These 2 filters are related to 
each other and they are known as a quadrature mirror filters. 
The frequency of the signal have now been removed, half the 
samples can be discarded according to Nyquist’srule. The 
filter output’s are then sub sampled by 2(g-high pass and h-
low pass). 

Ylow [n]=∑ 𝒙[𝒌]𝒈[𝟐𝒏 − 𝒌]∞
𝒌=−∞   (2) 

Yhigh[n]=∑ 𝒙[𝒌]𝒉[𝟐𝒏 − 𝒌]∞
𝒌=−∞   (3) 

This decomposition has halved the time resolution since only 
half of each filter output characterizes the signal.Each output 
has the frequency band of the input so the frequency 
resolution has been doubled. 

 

Fig.3. One-Dimensional DWT 

 
IV.TWO-DIMENSIONAL DWT 

One-Dimensional DWT can be easily extended to two 
dimensions which can be used for the transformation of two 
dimensional images. A two dimensional digital image which 
can be represented by a 2-D array x[n1,n2] with n1 rows and 
n2 columns, where n1 and n2 are positive integers.First, a one-
dimensional DWT is performed on rows to get low frequency 
‘L’ and high frequency ‘H’ components of the image.The 
fundamental block diagram of a 2-D DWT is as shown in fig 
4a. 

 

                 Fig.4  Two-Dimensional DWT  

At each scale, an image f(x,y) is decomposed into an 
approximation image ja  of a low-pass band, and  three detail 

images xy
j

y
j

x
j ddd ,, corresponding  to a horizontal high-pass 
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band x
jd , a vertical high-pass band y

jd , and a diagonal high-

pass band xy
jd  as given below: 
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Compare with single dimension case
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Due to down-sampling of the coefficients, the size of the 
image at lower level is half of that of the higher level.In two-
dimensional image analysis, the three wavelets   are given by: 

     yxyx  ,1
, 

     yxyx  ,2
 

     yxyx  ,3
   (7) 

Extract image details at different scales and orientations. At 
each scale, we end up with three “detail” images:(a) Low-pass 
filtered in the x-direction and high-pass filtered in the y 

direction,      yxyx  ,1 , yielding detail Dx. 
(b)Low-pass filtered in the y direction and high-pass filtered 

in the x direction,      yxyx  ,2  yielding detail Dy, 
and, (c)finally, high-pass filtered in both x and y directions 
yielding detail Dxy 

2I x
2D

y
2D xy

2D

x
1D

y
1D xy

1D

 

Fig.5 Components of decomposed image, three details and one 
approximation at each scale. 

So, we have three orientations for details: Horizontal, Vertical 
and Diagonal. To cover the entire image using one 
dimensional wavelets, we consider image composed of rows 
or columns which are one dimensional in rows or columns. 
We apply wavelet transform for each row (i.e. keeping x 

constant but changing y) starting from the top row. Then apply 
wavelet transform on the results of row operations but now 
move column-wise starting from the left column where we use 
wavelet or scaling function depending on whether we want 
LL, LH, HL or HH signal components. Since we are using one 
dimensional wavelet transform at each scan of x or y 
direction, we have only two filters low pass ‘L’ and high pass 
‘H’ where we use them in sequence  in x and y directions. To 
obtain low frequency band  in x  and y direction, we need to 
use to low pass filters as shown in Fig.4c Similarly we use 
LH, HL and HH for other frequency bands. 

 

Fig.6. Different levels of decomposition of an image 
 

V.3-DIMENSIONAL DWT 
 The 3D DWT can be considered as a combination of three 1D 
DWT in the x, y and z directions as shown in the fig. 5. The 
preliminary work in the DWT processor design is to build 1D 
DWT modules, which are composed of high-pass and low-
pass filters that perform a convolution of filter coefficients and 
input pixels. After a one-level of 3D discrete wavelet 
transform, the volume of image is decomposed into 
HHH,HHL,HLH,LHL,LHH,LLH and LLL signals as shown 
in fig.5.The process results in 8-data stream. The approximate 
signal resulting in scalar operations only goes to the next 
octave of the 3D transform. It has roughly 90 percent of the 
total energy. Meanwhile, the seven other streams contain the 
detail signals. Note that though conceptual drawing of the 3D 
DWT for one octave has 7 filter phases, this doesn’t mean that 

the process needs 7 physical pairs. For example, a folded 
architecture maps multiple filters onto one filter pair. 
 

          
                             Fig.7. 3-Dimensional DWT 
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VI.LIFTING BASED DWT 
The development of the lifting scheme was proposed for the 
construction of bi-orthogonal wavelets. The main feature of the 
lifting scheme is that all constructions are derived in the spatial 
domain. It does not require complex mathematical calculations 
that are required in traditional methods. Lifting scheme is 
simplest and efficient algorithm to calculate wavelet 
transforms. It does not depend on Fourier transforms. Lifting 
scheme is used to generate second - generation wavelets, which 
are not necessarily translation and dilation of one particular 
function.  
The memory modules are divided into multiple banks to 
accommodate high computational bandwidth requirements .a 
number of architectures have been proposed for calculation of 
the convolution based DWT. The architectures are mostly 
folded and can be broadly classified into series (where the 
inputs are supplied to the filters in a serial manner) and parallel 
architectures (where the inputs are supplied to the filters in a 
parallel manner). The basic principle of lifting scheme is to 
factorize the poly-phase matrix of a wavelet filter into a 
sequence of alternating upper and lower triangular matrices and 
diagonal matrix. This leads to the wavelet implementation by 
means of a banded-matrix multiplications. 
 Constructing wavelets using lifting scheme consists of three 
steps: (a)Split step: where the data is split-up into odd and even 
sets. (b)Predict step: in which odd set is predicted from even 
set. Predict phase ensures polynomial cancellation in high pass. 
(c)Update phase: that will update even set using wavelet 
coefficient to calculate scaling function. Update stage ensures 
preservation of moments in low pass. Block diagram of 
forward Lifting scheme is as shown in fig.6a. 
 
6.1. Working of lifting scheme: 
The basic idea behind lifting scheme is that, it tries to use the 
correlation in the data to remove redundancy. First split the 
data into 2 sets(split phase) i.e., odd sample and even sample. 
Because of the assumed smoothness of the data, we predict 
that odd samples have a value that is closely related to their 
neighboring even samples. We use N even samples to predict 
the value of a neighboring odd value (predict phase).With a 
good prediction method, the chance is high that the original 
odd sample is in the same range as its prediction. We calculate 
the difference between the odd sample and its prediction and 
replace the odd sample with this difference. 
 
6.2. For Image Compression: In each lifting stage, the 
predicting or updating operations are carried out in the 
direction of image edges and textures in a local window, and 
are not necessarily horizontal or vertical. This adaptation can 
significantly reduce the signal energy of high-pass sub-bands. 
High angular resolution in prediction is achieved by the use of 
fractional pixels in prediction and update operations. The 
fractional pixels can be calculated by any existing 
interpolation method. In order to guarantee perfect 
reconstruction, the predicted and updated samples are always 
in integer pixel positions. 
 

Fig.8. Block diagram of forward Lifting scheme 
 
 
 

 
Fig.9. Architecture of DWT based on lifting scheme 

 
6.3.Reasons for the choice of Lifting scheme 
We have used lifting scheme of wavelet transform for the 
digital speech compression, because lifting scheme is having 
following advantages over conventional wavelet transform 
technique. (1)It allows a faster implementation of the wavelet 
transform. It requires half number of computations as compare 
to traditional convolution based discrete wavelet transform. 
This is very attractive for real time low power applications. 
(2)The lifting scheme allows a fully in-place calculation of the 
wavelet transform. In other words, no auxiliary memory is 
needed and the original signal can be replaced with its wavelet 
transform. (3)Lifting scheme allows us to implement 
reversible integer wavelet transforms. In conventional scheme 
it involves floating point operations, which introduces 
rounding errors due to floating point arithmetic. While in case 
of lifting scheme perfect reconstruction is possible for loss-
less compression.  
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VII. RESULTS 
Consider an color RGB image of size 225x225 and convert it 
into a gray scale image which is then resized into 256x256 as 
shown in fig 10. 

 

      
 

      Fig 10.  Resized Input Image 
 

We extract the  required wavelet co-efficients and combine it 
with corresponding filter coefficients. Divide the image 
coefficients into odd and even indexed values. Convolute filter 
coefficients with image coefficients taking two adjacent pixel 
values at a time. After performing predict and update step 
column wise first and row wise next we get 128x128 pixel 
image which is the output of 1D DWT as shown in fig b. 

 
  

 
 
fig 11. Output Of 1D DWT 
 

 
The output of 1D DWT is given as an input to the cascaded 
filters of 2D DWT where the image is compressed further that 
leads to 64x64 pixel image as shown in fig c. 
 

  
 
            Fig 12. Output of 2D DWT 
 

 
 The output of 2D DWT is given as an input to the cascaded 
filters of 3D DWT. The final image is the compressed 
image(32x32) of the original input image due to 
normalization/down sampling which is shown in fig d. 

 

 
 

           Fig 13. Output of 3D DWT 
 

VII.COMPARISIONS 
 

At first, the comparision between different stages of DWT 
implemented in this paper using lifting based algorithm is 
tabulated below: 

 
Next, the time difference in computation speed  between 
normal dwt and discrete wavelet transforms implemented using 
lifting based algorithm is shown below in fig 14 and fig 15. 

Levels of dwt Extent of relative 
compression 

1st  level DWT 2:1 
2nd  level DWT 4:1 
3rd level DWT 8:1 
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As we have already seen the advantages of using lifting based 
algorithm that it takes less time to compute than  normal  
DWT. As we see in fig 14. that  normal dwt takes a total time 
of 1.108s to process an image. Where as lifting based algorithm 
shown in fig 15.  Takes  the total time of 1.044s to process 
same image ,there is a time difference of  0.064s for just one 
image but in real world we deal with millions of images at a 
time where time constraint is more effective and hence lifting 
based occupies high priority. 
 

 
          
Fig 14. Time simulation results of normal DWT 
 

 
 

Fig 15. Time simulation results of lifting based                     
DWT 

CONCLUSION 
In this paper, we implemented  the lifting based 
implementations of 1-dimensional, 2-dimensional and 3-
dimensional Discrete Wavelet Transform. We briefly described 
the principles behind the lifting scheme in-order to better  
understand the different implementation styles and structures.  
The result of this implementation is the compressed image  
whose relative compression is 8 times the input image as 
shown in simulation figures. 
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ABSTRACT
Wireless Sensor Network are spatially distributed sensors intended to monitor different physiological conditions. Sensing 
and communicating data from one place to another consumes more energy, therefore the management of sensor energy 
is very important factor. Energy utilization, synchronization and lifetime of the network is the main criteria in WSN. 
More energy is lost by sensors which are far from the base station.The cluster head is deployed to collect and relay 
information from  nodes to the base station or gateway nodes to resolve this problem. To decrease energy consumption, 
gateway nodes are deployed  between the cluster head and the base station. In this paper, a hybrid approach is used to 
increase the overall efficiency of the network in WSNs with time synchronization which increases the throughput of 
the network. The efficiency in terms of network lifetime, residual energy, data packets, throughput of the network has 
been improved as shown in simulation results. The performance of WSN of the proposed scheme is compared to other 
classical routing scheme and proposed algorithm has proved its merit.

KEY WORDS: BaSE STaTIoN (BS),  CluSTEr hEad (Ch), GaTEWay NodE (GN), rouTING proToColS, WIrElESS 
SENSor NETWork (WSN).
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INTRODUCTION

presently there have been development in Micro-Electro-
Mechanical Systems (MEMS) in tandem with major 
developments in digital signal processing (dSp) which 
has. led to growth of micro-sensors. previously few 
industries use wired sensors, implementation provides 
deployment of sensor nodes more viable than before. 
previously, there has been study regarding applications 
of WSN such as environmental monitoring, agricultural 

field, military surveillance and home automation 
(pavithra et al., 2019).

deep research on routing protocols efficiency was done 
considering  the power constraints  in WSNs and there 
was vast deployment of nodes on large-scale , to ensure 
reliable and real-time data transmission. recently 
there has been exposure in the field of WSNs and their 
applications because they are easy to deploy and are of 
low cost, have flexibility. a WSN have  distinctive set of 
resource curtailment like finite on-board battery power, 
limited processing ability and limited communication 
bandwidth. Since sensors are battery-powered, energy 
efficiency is of vital  importance in WSNs. algorithms 
are used to solve the problem of power constraint without 
altering the standard. local collaboration among  sensors, 
suppression, data compression, redundant data ,avoidance 
of direct transmission to far distant sensors are of the 
major factors that influence algorithm designers to device 
unique distributed, scalable and energy efficient solution 
for Wireless Sensor Networks.
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.In common, the sensor nodes measure  environmental 
conditions,. The sensor node extract some useful 
information by processing the raw sensor signals . The 
output of this  processed signal is transmitted the through 
direct communication  or multi-hop communication 
with access point across other sensor nodes. In some 
situations, repeaters (rps) are used for multi-hops, to 
support sensors installed outside the radio range. one 
of the components of the WSN  is the base stations  
which has more energy, computational ,communication  
resources. Forwarding of data from wireless sensor 
network on to a server is done by the BS which acts as 
a gateway. Energy is a limited resource of WSN , and 
it determines the lifetime of WSNs. The computation 
subsystem has less energy consumption when compared 
to the communication subsystem has. The energy 
required for transmitting one bit may consume as same 
as executing a few thousands instructions. hence, 
communication must be traded for computation. In 
different environments, together with remote and hostile 
regions, where ad-hoc communications are a key element 
WSNs is to be deployed in large numbers .For this reason, 
algorithms and protocols should  concentrate on the 
subsequent issues:

lifetime maximization: Sensor nodes should be •	
energy efficient and consumption of energy of the 
device should be less due to the limited energy 
resources. The radio power supply when not in use 
should shut off  to conserve power of the node
fault tolerance and robustness .•	
Self-configuration.•	

Figure 1 shows the arrangement of WSN.

the distance between one node to every other node is 
calculated using the pythagoras theorem. The node which 
is equidistance to all other nodes along with high energy 
will be selected as the cluster head. This will reduce energy 
consumption. Error during communication can be reduced 
by using time synchronization in communication. This 
will reduce the packet collision during data transmission. 
In this paper, a new synchronization method considering 
a new broadcast sequence is used. This determines the 
order of the nodes that transmit timing information, this 
Eliminates collision.  Section II presents a summary of 
the existing systems. The framework of proposed system 
is  explained in Section III . The system is evaluated in 
Section IV based on simulation and implementation. 
Section V, addresses the future scope and demands. The 
paper concludes with section VI.

Existing Systems: a wireless sensor network consists 
of distributed sensor nodes. Sensor nodes include of 
sensing unit based on application, processing levels. 
In the existing system, many limitations or difficulties 
cause less efficiency of the system. It includes Energy 
limitations storage or environmental limitations, 
communication constraints, and other limitations. 
Transfer of information to nodes needs more energy. 
hence sensor nodes are affected by energy limitations. 
Sensor nodes are small devices and hence their capacity 
to store the data is less. Nodes of the network may get 
affected by many environmental conditions physical 
obstacles, unpredictable errors, and also communication 
interferences.

Communication constraints are limitation of bandwidth, 
frequent routing changes, channel error rates, and also 
unreliable communication. lEaCh (Salah et al., 2016) is 
the main protocol under hierarchical routing protocols 
which includes set-up phase, and steady-state phase. 
In the first phase some nodes are selected at random 
probability as cluster heads (Chs) and nodes are ordered 
into clusters. In the second phase, the data is transmitted 
to the BS. ChS has to lose more energy when compared 
to other normal nodes. a drawback of this system is 
cluster head consumes more energy and sensor nodes 
die faster.   

In ( djenouri et al., 2012) they proposed a protocol that 
mainly deals with the technique of the cluster head 
(Ch) selection that makes balanced energy consumption 
among the sensors, and which leads to enhancement 
of lifetime of the sensor network. In (Sang et al., 2012) 
for transmission of data to the Base Station majority of 
the energy of sensor nodes is used. Thus, there is a fast 
depletion of energy. here agglomerative to limit the 
energy utilization of cluster heads a portable base station 
is utilized along with cluster approach. But the movement 
of the Base Station is not always feasible. In (ruqiang et 
al., 2014) this it discusses up several technical challenges 
and many application possibilities that occur when 
the sensor networks interconnect several nodes when 
wide networks are established. These wireless sensor 
networks communicate using multiple -hop wireless 
communications systems. 

Figure 1: Schematic of WSN

hierarchical routing algorithms are  more efficient 
algorithm. In this, Chs are responsible for collecting 
the data and send it to GN and then the GN sends the 
information to the BS. If the members of the cluster 
are far, then there is a wastage of energy. To solve this 
problem, the Centrality approach is used. In this method, 
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To (raghunandan et al., 2011) guarantee reliable 
multi-hop communication and to maintain the routes 
in the network routing protocols for WSN are used. It 
provides us with an idea of routing protocols for WSN 
and compares their relative strengths and limitations 
to provide better energy efficiency or increase wireless. 
In (raghunandan et al., 2012) mainly concentrates on 
synchronization schemes where a multichip extension 
is used which use a final local estimates, without any 
forwarding of synchronization signals. In the existing 
system, there are many routing challenges and design 
issues. In designing routing protocols one should consider 
the uniform distribution of sensor nodes; otherwise, we 
should go for clustering. production costs also should be 
less and the quality of service should be good.

Proposed System: In a hierarchical approach, some 
sensors are classified as lower energy nodes and some 
sensors are grouped as higher energy nodes. The higher 
energy nodes become cluster heads (Chs) and lower 
energy nodes become the normal sensors that perform 
the ensuing operation only. 
Ch is decided with a different probability (d djenouri et 
al., 2012) by following equation.

T(n)= [p/(1-p)] ×( r mod p-1 )  (1)

from base stations hence they consume more energy 
during transmission of data to a base station. hence 
gateway nodes are introduced. Gateway nodes receive the 
data from sensor nodes and then send them to the base 
station.  Time synchronization is an elementary part of 
any network-oriented organization and system. In our 
proposed system grouping of sensor nodes is done called 
clustering. The energy consumed by the transmitter for 
transmission of message to a distance is given by,

     (2)

The energy dissipated by a receiver to receive bit message 
is given by

 (3)

Threshold distance is given by,

    (4)

Clustering is done to construct the appropriate topology 
of the network. The clustering-based network reduces the 
cost of the routing algorithm and the flooding broadcast. 
In this cluster-based routing approach, sensor nodes that 
are in a particular radio range are grouped which forms a 
cluster. Each group or cluster has one cluster head (Ch). 
This Ch collects all the data from sensor nodes in a cluster 
and it performs data fusion and sends it to the nearby 
gateway node. Ch is selected based on the centrality 
approach. In this method distance of nodes between 
each other is determined; the node which is equidistance 
from the other node and the node having more energy 
is selected as Ch. after Ch selection aggregation of 
data is performed by removing redundant data. data 
aggregation is the process of removing redundant data 
during transmission. This will increases the lifetime of 
the network. 

In the proposed system base station (BS) is fixed. The 
same algorithm can also be applied to a movable base 
station.  during the data communication phase, the 
data packets are transmitted from Ch to gateway node 
and from gateway node to BS. This process is called 
multi-hop communication. The proposed technique uses 
the receiver-to-receiver concept implemented by the 
reference broadcast Synchronization which minimizes 
the time-critical path when compared to the sender-to-
receiver method.

Implementation: The proposed system is simulated using 
MaTlaB software. We consider 100 sq.m area and 100 
nodes are distributed randomly. MaTlaB Simulation 
is done for 4500 rounds. The proposed algorithm is 
compared with dr-lEaCh. Fig.3 Initial network topology 
for lEaCh. The figure 3 shows deployment of sensor and 
clustering of the network area in dr-lEaCh.

Figure 2: Concept of proposed techniques

But the cluster heads deal with the collection of 
information from sensors, data aggregation of these data 
and transmission of processed data to the next level. 
Figure 2 shows the concept of the proposed technique. 
The main aims of this protocol are to reduce power 
consumption, data aggregation, and time synchronization. 
The main aim of the proposed technique is to increase 
energy efficiency, improving the time synchronization in 
communication between each node and the receiver, and 
enhance the network lifetime of sensor nodes. This paper 
is mainly motivated to overcome the problem of higher 
energy consumption of sensor nodes and extending the 
lifetime of wireless sensor networks to provide good 
transmission and data sense. Since Sensor nodes away 
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Figure 3: Initial network topology for LEACH Figure 4: Network framework for Proposed Technique

Figure 5: Comparision of packets sent of  Proposed System 
vs. DR-LEACH in multiples of 104

Figure 6: Comparison of number of dead sensors of 
Proposed System vs DR-LEACH

Figure 7: Comparison of Residual energy of results of 
Proposed System vs DR-LEACH

Figure 8: Comparison of Network Lifetime of Proposed 
System vs DR-LEACH
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The connectivity between individuals to Ch, Ch to the 
gateway node, and GN to Base station are shown in 
figure 4 of proposed system. Figure 4 shows network 
framework of proposed Technique. Figure 5 packets 
sent of proposed System vs. dr-lEaCh. Figure 6 
shows the Comparison of number of dead sensors of 
proposed System vs dr-lEaCh. Figure 7 Comparison 
of residual energy of results of proposed System vs dr-
lEaCh. The implementation results in a hybrid model 
comprising of energy conservation, data aggregation, 
and time synchronization. The results in the graph 
show improvements in the lifetime of the network along 
with time synchronization.  With respect to simulation 
results numbers of dead nodes are less on comparison 
with rounds of dr-lEaCh protocol. This shows that the 
lifetime of network using proposed system is enhanced 
compared to dr-lEaCh which leads to maximum 
transmission of data. hence the WSN using the proposed 
technique works with more powerfully on comparison 
to the dr-lEaCh.

CONCLUSION

Energy consumption by sensors is a major parameter 
for network lifetime in WSN. In hierarchical clustering 
methodology, the cluster head selection plays an 
important role. When the complete network is considered, 
then the optimization of energy consumption can be done 
by the changing of the cluster head based on priorities 
at the cluster level. In this proposed system, we establish 
a connection from sensor nodes to Ch, Ch to GN, and 
from the gateway node to the base station. The energy 
utilization can be decreased by properly designing the 
Ch selection mechanism. 

The selection of cluster head proposed in this paper is a 
new technique discussed concerning distance from the 
base station and centrality approach at the cluster level. 
along with that time synchronization is achieved using 
reference broadcast synchronization. The implemented 
protocol shows an improvement in the lifetime network, 
and the life of nodes will be extended to the maximum 
period. here we are comparing the proposed system with 
the dr-lEaCh protocol and it proves that the proposed 
system is more efficient than dr-lEaCh.
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ABSTRACT
Wireless Sensor Network are spatially distributed sensors intended to monitor different physiological conditions. Sensing 
and communicating data from one place to another consumes more energy, therefore the management of sensor energy 
is very important factor. Energy utilization, synchronization and lifetime of the network is the main criteria in WSN. 
More energy is lost by sensors which are far from the base station.The cluster head is deployed to collect and relay 
information from  nodes to the base station or gateway nodes to resolve this problem. To decrease energy consumption, 
gateway nodes are deployed  between the cluster head and the base station. In this paper, a hybrid approach is used to 
increase the overall efficiency of the network in WSNs with time synchronization which increases the throughput of 
the network. The efficiency in terms of network lifetime, residual energy, data packets, throughput of the network has 
been improved as shown in simulation results. The performance of WSN of the proposed scheme is compared to other 
classical routing scheme and proposed algorithm has proved its merit.

KEY WORDS: BaSE STaTIoN (BS),  CluSTEr hEad (Ch), GaTEWay NodE (GN), rouTING proToColS, WIrElESS 
SENSor NETWork (WSN).
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INTRODUCTION

presently there have been development in Micro-Electro-
Mechanical Systems (MEMS) in tandem with major 
developments in digital signal processing (dSp) which 
has. led to growth of micro-sensors. previously few 
industries use wired sensors, implementation provides 
deployment of sensor nodes more viable than before. 
previously, there has been study regarding applications 
of WSN such as environmental monitoring, agricultural 

field, military surveillance and home automation 
(pavithra et al., 2019).

deep research on routing protocols efficiency was done 
considering  the power constraints  in WSNs and there 
was vast deployment of nodes on large-scale , to ensure 
reliable and real-time data transmission. recently 
there has been exposure in the field of WSNs and their 
applications because they are easy to deploy and are of 
low cost, have flexibility. a WSN have  distinctive set of 
resource curtailment like finite on-board battery power, 
limited processing ability and limited communication 
bandwidth. Since sensors are battery-powered, energy 
efficiency is of vital  importance in WSNs. algorithms 
are used to solve the problem of power constraint without 
altering the standard. local collaboration among  sensors, 
suppression, data compression, redundant data ,avoidance 
of direct transmission to far distant sensors are of the 
major factors that influence algorithm designers to device 
unique distributed, scalable and energy efficient solution 
for Wireless Sensor Networks.
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.In common, the sensor nodes measure  environmental 
conditions,. The sensor node extract some useful 
information by processing the raw sensor signals . The 
output of this  processed signal is transmitted the through 
direct communication  or multi-hop communication 
with access point across other sensor nodes. In some 
situations, repeaters (rps) are used for multi-hops, to 
support sensors installed outside the radio range. one 
of the components of the WSN  is the base stations  
which has more energy, computational ,communication  
resources. Forwarding of data from wireless sensor 
network on to a server is done by the BS which acts as 
a gateway. Energy is a limited resource of WSN , and 
it determines the lifetime of WSNs. The computation 
subsystem has less energy consumption when compared 
to the communication subsystem has. The energy 
required for transmitting one bit may consume as same 
as executing a few thousands instructions. hence, 
communication must be traded for computation. In 
different environments, together with remote and hostile 
regions, where ad-hoc communications are a key element 
WSNs is to be deployed in large numbers .For this reason, 
algorithms and protocols should  concentrate on the 
subsequent issues:

lifetime maximization: Sensor nodes should be •	
energy efficient and consumption of energy of the 
device should be less due to the limited energy 
resources. The radio power supply when not in use 
should shut off  to conserve power of the node
fault tolerance and robustness .•	
Self-configuration.•	

Figure 1 shows the arrangement of WSN.

the distance between one node to every other node is 
calculated using the pythagoras theorem. The node which 
is equidistance to all other nodes along with high energy 
will be selected as the cluster head. This will reduce energy 
consumption. Error during communication can be reduced 
by using time synchronization in communication. This 
will reduce the packet collision during data transmission. 
In this paper, a new synchronization method considering 
a new broadcast sequence is used. This determines the 
order of the nodes that transmit timing information, this 
Eliminates collision.  Section II presents a summary of 
the existing systems. The framework of proposed system 
is  explained in Section III . The system is evaluated in 
Section IV based on simulation and implementation. 
Section V, addresses the future scope and demands. The 
paper concludes with section VI.

Existing Systems: a wireless sensor network consists 
of distributed sensor nodes. Sensor nodes include of 
sensing unit based on application, processing levels. 
In the existing system, many limitations or difficulties 
cause less efficiency of the system. It includes Energy 
limitations storage or environmental limitations, 
communication constraints, and other limitations. 
Transfer of information to nodes needs more energy. 
hence sensor nodes are affected by energy limitations. 
Sensor nodes are small devices and hence their capacity 
to store the data is less. Nodes of the network may get 
affected by many environmental conditions physical 
obstacles, unpredictable errors, and also communication 
interferences.

Communication constraints are limitation of bandwidth, 
frequent routing changes, channel error rates, and also 
unreliable communication. lEaCh (Salah et al., 2016) is 
the main protocol under hierarchical routing protocols 
which includes set-up phase, and steady-state phase. 
In the first phase some nodes are selected at random 
probability as cluster heads (Chs) and nodes are ordered 
into clusters. In the second phase, the data is transmitted 
to the BS. ChS has to lose more energy when compared 
to other normal nodes. a drawback of this system is 
cluster head consumes more energy and sensor nodes 
die faster.   

In ( djenouri et al., 2012) they proposed a protocol that 
mainly deals with the technique of the cluster head 
(Ch) selection that makes balanced energy consumption 
among the sensors, and which leads to enhancement 
of lifetime of the sensor network. In (Sang et al., 2012) 
for transmission of data to the Base Station majority of 
the energy of sensor nodes is used. Thus, there is a fast 
depletion of energy. here agglomerative to limit the 
energy utilization of cluster heads a portable base station 
is utilized along with cluster approach. But the movement 
of the Base Station is not always feasible. In (ruqiang et 
al., 2014) this it discusses up several technical challenges 
and many application possibilities that occur when 
the sensor networks interconnect several nodes when 
wide networks are established. These wireless sensor 
networks communicate using multiple -hop wireless 
communications systems. 

Figure 1: Schematic of WSN

hierarchical routing algorithms are  more efficient 
algorithm. In this, Chs are responsible for collecting 
the data and send it to GN and then the GN sends the 
information to the BS. If the members of the cluster 
are far, then there is a wastage of energy. To solve this 
problem, the Centrality approach is used. In this method, 
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To (raghunandan et al., 2011) guarantee reliable 
multi-hop communication and to maintain the routes 
in the network routing protocols for WSN are used. It 
provides us with an idea of routing protocols for WSN 
and compares their relative strengths and limitations 
to provide better energy efficiency or increase wireless. 
In (raghunandan et al., 2012) mainly concentrates on 
synchronization schemes where a multichip extension 
is used which use a final local estimates, without any 
forwarding of synchronization signals. In the existing 
system, there are many routing challenges and design 
issues. In designing routing protocols one should consider 
the uniform distribution of sensor nodes; otherwise, we 
should go for clustering. production costs also should be 
less and the quality of service should be good.

Proposed System: In a hierarchical approach, some 
sensors are classified as lower energy nodes and some 
sensors are grouped as higher energy nodes. The higher 
energy nodes become cluster heads (Chs) and lower 
energy nodes become the normal sensors that perform 
the ensuing operation only. 
Ch is decided with a different probability (d djenouri et 
al., 2012) by following equation.

T(n)= [p/(1-p)] ×( r mod p-1 )  (1)

from base stations hence they consume more energy 
during transmission of data to a base station. hence 
gateway nodes are introduced. Gateway nodes receive the 
data from sensor nodes and then send them to the base 
station.  Time synchronization is an elementary part of 
any network-oriented organization and system. In our 
proposed system grouping of sensor nodes is done called 
clustering. The energy consumed by the transmitter for 
transmission of message to a distance is given by,

     (2)

The energy dissipated by a receiver to receive bit message 
is given by

 (3)

Threshold distance is given by,

    (4)

Clustering is done to construct the appropriate topology 
of the network. The clustering-based network reduces the 
cost of the routing algorithm and the flooding broadcast. 
In this cluster-based routing approach, sensor nodes that 
are in a particular radio range are grouped which forms a 
cluster. Each group or cluster has one cluster head (Ch). 
This Ch collects all the data from sensor nodes in a cluster 
and it performs data fusion and sends it to the nearby 
gateway node. Ch is selected based on the centrality 
approach. In this method distance of nodes between 
each other is determined; the node which is equidistance 
from the other node and the node having more energy 
is selected as Ch. after Ch selection aggregation of 
data is performed by removing redundant data. data 
aggregation is the process of removing redundant data 
during transmission. This will increases the lifetime of 
the network. 

In the proposed system base station (BS) is fixed. The 
same algorithm can also be applied to a movable base 
station.  during the data communication phase, the 
data packets are transmitted from Ch to gateway node 
and from gateway node to BS. This process is called 
multi-hop communication. The proposed technique uses 
the receiver-to-receiver concept implemented by the 
reference broadcast Synchronization which minimizes 
the time-critical path when compared to the sender-to-
receiver method.

Implementation: The proposed system is simulated using 
MaTlaB software. We consider 100 sq.m area and 100 
nodes are distributed randomly. MaTlaB Simulation 
is done for 4500 rounds. The proposed algorithm is 
compared with dr-lEaCh. Fig.3 Initial network topology 
for lEaCh. The figure 3 shows deployment of sensor and 
clustering of the network area in dr-lEaCh.

Figure 2: Concept of proposed techniques

But the cluster heads deal with the collection of 
information from sensors, data aggregation of these data 
and transmission of processed data to the next level. 
Figure 2 shows the concept of the proposed technique. 
The main aims of this protocol are to reduce power 
consumption, data aggregation, and time synchronization. 
The main aim of the proposed technique is to increase 
energy efficiency, improving the time synchronization in 
communication between each node and the receiver, and 
enhance the network lifetime of sensor nodes. This paper 
is mainly motivated to overcome the problem of higher 
energy consumption of sensor nodes and extending the 
lifetime of wireless sensor networks to provide good 
transmission and data sense. Since Sensor nodes away 
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Figure 3: Initial network topology for LEACH Figure 4: Network framework for Proposed Technique

Figure 5: Comparision of packets sent of  Proposed System 
vs. DR-LEACH in multiples of 104

Figure 6: Comparison of number of dead sensors of 
Proposed System vs DR-LEACH

Figure 7: Comparison of Residual energy of results of 
Proposed System vs DR-LEACH

Figure 8: Comparison of Network Lifetime of Proposed 
System vs DR-LEACH
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The connectivity between individuals to Ch, Ch to the 
gateway node, and GN to Base station are shown in 
figure 4 of proposed system. Figure 4 shows network 
framework of proposed Technique. Figure 5 packets 
sent of proposed System vs. dr-lEaCh. Figure 6 
shows the Comparison of number of dead sensors of 
proposed System vs dr-lEaCh. Figure 7 Comparison 
of residual energy of results of proposed System vs dr-
lEaCh. The implementation results in a hybrid model 
comprising of energy conservation, data aggregation, 
and time synchronization. The results in the graph 
show improvements in the lifetime of the network along 
with time synchronization.  With respect to simulation 
results numbers of dead nodes are less on comparison 
with rounds of dr-lEaCh protocol. This shows that the 
lifetime of network using proposed system is enhanced 
compared to dr-lEaCh which leads to maximum 
transmission of data. hence the WSN using the proposed 
technique works with more powerfully on comparison 
to the dr-lEaCh.

CONCLUSION

Energy consumption by sensors is a major parameter 
for network lifetime in WSN. In hierarchical clustering 
methodology, the cluster head selection plays an 
important role. When the complete network is considered, 
then the optimization of energy consumption can be done 
by the changing of the cluster head based on priorities 
at the cluster level. In this proposed system, we establish 
a connection from sensor nodes to Ch, Ch to GN, and 
from the gateway node to the base station. The energy 
utilization can be decreased by properly designing the 
Ch selection mechanism. 

The selection of cluster head proposed in this paper is a 
new technique discussed concerning distance from the 
base station and centrality approach at the cluster level. 
along with that time synchronization is achieved using 
reference broadcast synchronization. The implemented 
protocol shows an improvement in the lifetime network, 
and the life of nodes will be extended to the maximum 
period. here we are comparing the proposed system with 
the dr-lEaCh protocol and it proves that the proposed 
system is more efficient than dr-lEaCh.
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Abstract— The recent technologies in VLSI chips has 
grown in terms of scaling of transistor and device 
parameters but still there is a challenging task for 
controlling of current between source and drain terminals. 
For effective control of device current, the FinFET 
transistors have come into VLSI chip manufacturing, 
through which current can be effectively controlled.  This 
section addresses the issues present in CMOS technology 
and majorly concentrated on proposed 4-bit Nano 
processor using FinFET 32nm technology by using 
Cadence Virtuoso software tool. In the proposed 
Nanoprocessor design, the first portion of the design is 
done using 4bit ALU which includes all basic and universal 
gates, high speed adder, multiplier and multiplexer. The 
Carry Save Adder (CSA) and multiplier are the major sub 
component which can optimize the power consumption 
and area reduction. The second portion of the proposed 
Nano processor design is 4-bit 6T SRAM and encoder and 
decoder and also using Artificial Neural Network (ANN). 
All these sub components are designed at analog 
transistors (Schematic level) through which the Graphic 
Data System (GDS-II) is generated through mask layout 
design. Finally, the verification and validation are done 
using DRC and LVS and at the last chip level circuit is 
generated for chip fabrication. The ALU is designed by 
using CMOS inverters and the designed ALU schematic is 
simulated through 32nm FinFET using technological 
library and compared with CMOS technology which is 
simulated through 32nm CMOS library (without FinFET). 
The power consumption of AND, OR, XOR, NOT, NAND 
gates, SRAM, Encoder, Decoder and ANN are 36.09nW, 
64.970nW, 61.13nW, 33.31nW, 37.45nW, 32.5% with 
optimization in power dissipation of 47% along with 
optimization in leakage current, with 2.68uW, 1.98uW and 
7.5% improvement in power consumption and 0.5% 
 

 

information loses are compressed subsequently 
respectively. The basic gates, universal gates, CSA, 
subtraction and MUX are integrated for 4-bit ALU design 
and its delay, power consumption and area are found to be 
0.104nsec, 314.4uW and 56.8µsqm respectively. 

Keywords—About four key words or phrases in 
alphabetical order, separated by commas.  

I. INTRODUCTION 
 Rather than the dynamic force, static force from a 
transistor is devoured because of a little consistent 
release of current also called spillage. There are a few 
methods of spillage, however they can be extensively 
named as sub-edge, entryway and converse one-sided 
channel and-source substrate intersection band-to-band-
burrowing (BTBT) [1, 2]. These spillage instruments 
have solid reliance with a few gadget parameters (e.g., 
oxide thickness, doping fixation, temperature), 
notwithstanding the flexibly and edge voltage of these 
gadgets. On account of these subsequent impacts, is 
done with the more testing to precisely evaluate 
transistor level patterns in static force [10]. In any case, 
the general static force because of spillage has been 
consistently becoming issue in the course of the last a 
few innovation ages [3]. Sub-limit spillage, which has 
an exponential reliance with the edge voltage, expanded 
quickly with the scaling of edge voltage and commonly 
overwhelmed the spillage flows [4]. The limit voltage 
has nearly little scaling to counter this sub-limit spillage, 
yet the scaling of other gadget parameters (e.g., oxide 
thickness) caused an ascent in door spillage and BTBT. 
In this manner, both these two spillages are presently 
used to establish a considerable division of the spillage 
[1]. Regardless of this consistent ascent, a few methods 
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have indicated huge potential in moderating the spillage 
(e.g., high-metal oxides, two fold door gadgets). Inside 
an innovation age, circuit planners pick the ideal 
methods for controlling the spillage vitality, dictated by 
the advancement of the general force execution of the 
framework [5]. The impact of door channel/source 
underlaps (Lun) on a thin band LNA execution has been 
contemplated, in 30 nm FinFET utilizing the gadget with 
blended mode recreations. Studies are done by keeping 
up and not keeping up the spillage current (Ioff) and 
edge voltage (Vth) of the different gadgets. To show 
signs of improvement commotion execution and 
addition, Lun in the scope of 3-5nm is suggested [13]. 
The structure of a chip must conjoin two key innovation 
patterns: i.e., to have drifts in semiconductor industry 
that underlies the fundamental structure square of 
microchips and to get patterns in programming that 
sudden spike in demand for these microchips [11]. The 
most significant pattern in the semiconductor innovation 
is the scaling of transistor gadgets, permitting to twofold 
the quantity of accessible transistors on a chip like 
clockwork [6]. Notwithstanding this exponential 
development in gadgets, the scaling additionally 
accompanies an improvement in the exhibition of every 
gadget, empowering all the more remarkable chip in 
progressive ages. Misusing the simultaneousness, and 
the calculation data transmission managed by these 
multicores is a significant plan challenge for the future 
frameworks, enveloping different layers of framework 
creators from the equipment modelers to the application 
engineers [9]. Then again, the predominant 
correspondence transmission capacity and inactivity 
between on-chip centers to have novel procedures to 
deal with the total access, in order to fulfill the interest 
for execution and vitality proficiency in the circuit. A 
large number of these strategies may have been 
altogether infeasible in multiprocessors worked from 
uniprocessor chips and subsequently neglected to 
legitimize genuine contemplations previously. One more 
test rotates around guaranteeing execution, particularly 
when the characteristic unwavering quality from the 
equipment segments is required to fall with the 
innovation scaling [10, 11]. A few current age 
multiprocessor chips are as of now working close to the 
building limit for power, in light of air cooling [12, 13]. 
With the exponential development of transistor gadgets, 
the capacity to put all the more handling centers on a 
chip is currently ready to effectively outpace the relating 
capacity to control up these centers at the same time. 
Standard FinFET’s properties are homogeneous to the 
planar technology, except it differs in its electrical 
performance and its arrangement of transistors. One or 
more FinFET fabric is the independent gate (IG) 

FinFET. Each independent gate is separately controlled 
by another. By employing the IG device, the probability 
of obtaining new network topologies of transistors is 
more useful than using the planar or standard FinFET 
devices. These extended work provoked for the new 
research, to make use of IG FinFET technology cost-
effectively in VLSI design [14].  By using IG FinFET, a 
balance between power utilization and delay can be 
achieved when compared with that of planar transistors 
or standard FinFETs. Hence by the use of IG FinFETs, 
there is a reduction in the number of devices used to 
construct logic gates. From the single device, the 
probability of logical OR and logical AND operation are 
performed which emerges from the reduction in the 
count of transistors in logic gates. By the usage of single 
device operations, it may be implemented by providing 
low threshold voltage to the transistor. Regardless of the 
other transistor by the usage of only one device by 
conducting channels are formed if and only if one gate is 
active and when both the gates are active and when both 
the gates are active there is a higher inversion level [17]. 
Previously for the OR operation, low threshold voltage 
was applied but for AND operation high threshold 
voltage is applied. Therefore for AND gate operation 
both the gates must be an inactive state for constructing 
the conducting channel. In this study, it is proposed that 
IG FinFET explore the reduction of transistor count in 
the logic gates and their principle of individualistic 
feature double gate devices will be taken into account. 
Furthermore, from electrical simulations, the effect of 
power consumed from different topologies obtained 
from IG FinFET which is used to implement logic 
functions are studied. However, the delay in the logic 
circuit's critical path is determined by different input 
ranges, transistor series output characteristics and also 
by the stacks of such series in circuit [18]. In a decade 
for the construction of IC's more planar technology was 
used, However to reduce the length of the channel short 
channel consequence in sub threshold operation region 
is degraded. By reducing the short channel effects, 
reductions in the parameters of current, voltage, electric 
field and transistor length can also be increased by the 
application of MUGFETs. FinFETs are one of the most 
significant types of MUGFETs which provides more 
effective characteristics for the design of digital IC. In 
this chapter, characteristic and conduction of transistor 
and its electrical stimulation of IG, FinFET’s are 
presented and after that fundamental working principle 
of independent gate transistors is given with a different 
configurable arrangement, threshold voltage and 
utilization of logic gates [19].  
The FinFET based microprocessor designs are the most 
fundamental trends in the latest technologies such as 
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demand of semiconductor technology which is a group 
of basic building blocks such as ALU, registers, buffers, 
encoder and decoders and software trends that simulates 
or compiles the microprocessors [20]. Behind a 
considerable lot of these innovation patterns, the 
demand for semiconductors plays a basic job and 
profoundly impacts in their development, including the 
state of microchips. The most significant pattern in 
semiconductor innovation is the scaling of transistors, 
permitting of multiplying the quantity of accessible 
transistors on a chip for every year [21]. 
Notwithstanding this exponential development in 
devices, the scaling likewise accompanies an 
improvement in the presentation of every transistor 
device, empowering all the more dominant microchips 
in progressive ages. For sure, no other industry in 
history has seen the wonderful development that the 
microchip business has exhibited in the previous a very 
long while. FinFET has double Gate, so it has better 
control of channel from transistor gates, reduced short 
channel effects, with better Ion/Ioff and improves the 
sub-threshold slopes [22]. The power consumption in 
both dynamic mode and static mode are less as 
compared to traditional CMOS circuits. Here, the IC’s 
design becomes most important aspect, due to its low 
cost, low area and high speed process activity. For two 
decades, low force/vitality configuration has been a 
significant structure limitation[23]. The trend in 
advanced battery lifetime, improve framework 
unwavering quality and decrease cooling costs has 
pushed for broad research in low force/vitality 
computerized structure. The static commotion edge of 
FinFET static random access memory (SRAM) cells 
working in the subthreshold region was explored 
utilizing an explanatory arrangement of 3-D Poisson's 
condition [24]. A diagnostic SNM model for 
subthreshold FinFET SRAM was shown and approved 
by 3-D innovation PC structure with blended mode 
reenactments. When contrasted with mass SRAM, the 
standard 6T FinFET cell indicated bigger READ SNM 
(RSNM), better fluctuation insusceptibility and lesser 
temperature affectability of cell [15]. Since, Moore's 
law-driven scaling of planar MOSFETs faces imposing 
difficulties in the nanometer system, FinFETs and 
Trigate FETs have risen as their replacements. 
Attributable to the nearness of numerous (two/three) 
entryways, FinFETs/Trigate FETs can tackle short-
channel impacts (SCEs) better than traditional planar 
MOSFETs at profoundly scaled innovation hubs and in 
this manner empower proceeded with a transistor 
scaling. In this work, we inquire about on FinFETs from 
the bottommost gadget level to the highest design level 
[25-27]. We review various kinds of FinFETs, different 

conceivable FinFET asymmetries and their effect with 
novel rationale level and design level tradeoffs offered 
by FinFETs. We likewise show the investigation and 
enhancement that are accessible for portraying FinFET 
gadgets circuit models [16]. 
 

II. PROPOSED DESIGN OF 4-BIT NANO 
PROCESSOR DESIGN 

Analysis of Power, area and delay for proposed 
4-bit Nano-processor design: This research work 
mainly concentrates on the optimization of area, 
power and delay. The area is mainly depending on the 
number of transistors integrated to design the FinFET 
based processor using FinFET transistors and it can be 
expressed as , where Areadie 
represents the silicon die area, M is the total number 
transistors integrated on single processor, Sizej is the 
size of the each transistor. The total area of the FinFET 
based processor is designed by considering the various 
factors like total area die expected, wafer size and cost 
after fabrication for the market place. Afterward, the 
total area limitation or finalization of area for die, 
should then be met by the total sizes of incorporated 
each transistors. As the condition shows, one can either 
decrease the size of every transistor or essentially expel 
the necessary number of devices to fulfill this 
requirement. After the minimum size of the device is 
obtained using FinFET technology, rectifications of the 
violation for the area constraints are possible done and 
can be scaled down by transistor count. In this work, the 
area optimization is done by using “fingering” concept. 
Fingering is to upgrade the resistance of the gate poly 
terminal along the width of the transistor. Since, the gate 
poly is driven from one end and entryway poly is 
resistive, there might be motivation to have a rule that 
expresses the most extreme width of a solitary finger. 
But, the fingering requires more number of transistors 
but fingering concept will be the techniques to not only 
have area optimization, the active capacitance can also 
minimized because of the drain region is bounded with 
gate poly instead of the electric field.  
Α.Technique to optimize the area by using Fingering 
Concept 
 Keep a fixed size transistor so that the height 

remains constant, but then add more transistors in 
parallel to deliver more current to the load. 

 In this case, join in clamped design mode with the 
source and drain terminal so that they act as taps in 
parallel. Through particular, when 2x and 4x drive 
force buffers are used, it will deliver 8 times more 
current than the normal 1x buffer by using 8 or even 
more fingers. 
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 Another benefit of fingering is that, the resistance 
significantly lowers. Let us just assume you have a 
resistance of R from as given, now all these 
resistances come in parallel when fingering is done, 
therefore, the resistance reduces by a factor of N, 
this is another notable advantage to fingering. 

The second most parameter is power consumption or 
dissipation of the proposed processor chip which is 
measured as similar case of area discussed in above. 
This power is mainly depending on the cost-effective 
capacity cooling of more number of transistors i.e., for 
more volume processor designs. In the recent research, 
the energy in term of efficiency is optimized in different 
ways on the silicon chip budget. The power 
measurement in general is Pdissipationdie = 
∑(j=1..M)*Powerj,  where Pdissipationdie,  is the power 
constraint on the chip design level,  Powerj is the power 
dissipated by the complete processor and M is the total 
number transistors used for the designing of the FinFET 
based processor.  
In this research work, the 4-bit Nano-Processor is 
designed; with one of the constraint of this processor is 
analytic model of optimizing the power which is sum of 
the dynamic and static powers. The dynamic power is 
mainly due to switching activity of the transistor which 
is due to charging and discharging of the capacitor load 
at the output of the each and every transistor and it can 
be expressed as Powerdy = Cl.V2dd.Fsignal. The static 
power is because of spillage that has been consistently 
becoming in the course of the last few innovation ages. 
Sub-edge spillage, which has an exponential reliance 
with the limit voltage has expanded quickly with the 
scaling of edge voltage and commonly ruled the spillage 
flows.  The limit voltage has nearly quit scaling to 
counter this sub-edge spillage; however, the scaling of 
other gadget parameters (e.g., oxide thickness) has 
caused an ascent in entryway spillage. In any case, there 
are a few instances of over-provisioning in the smaller 
scale design segments of current usage (e.g., the 
physical register document and guidance window 
passages). A FinFET based Nano-Multicore System 
(FinFET-NMS) is a class of multicores that by 
configuration arrangements of more handling center 
assets that can be kept dynamic for the objective of 
Thermal Design Power (TDP). The key differentiation 
between an ordinary multicore and a FinFET-NMS 
originates from the characteristic objectives in their 
framework structures, separately. Authoritative 
multicore considers a preparing center as one of the 
most basic segments of the framework and thus targets 
full use of it. A FinFET-NMS considers power and 
warm attributes more basic than the handling centers. In 
this proposed wok, the design consists of transistor with 

two controlling gates which is investigated as a circuit 
component and is utilized for the execution of various 
combinational basic components like gate, ALU, 
Multiplexers, Multipliers, CSA and encoder and 
decoders systems with utilizing these elements. The 4-
bit Nano-Processor has been designed which depends on 
FinFET technology and is designed from Schematic 
level to layout using GDS-II level. The verification is 
done through physical design to validate the power, 
delay and area. With separately gates connected, 
series/parallel exhibit could be performed utilizing a 
solitary device. Various topologies got from the 
different gates activity were tried through electrical 
reenactments and the outcomes exhibit the current 
exchange off between these two parameters. 
Additionally, a diagnostic defer articulation was inferred 
for logic systems which use IG FinFETs, determining 
scientific articulations for the effect of diminishing 
varieties of arrangement of transistors in logic gates. 
The investigative model for IG-FINFET devices was 
tried in coherent information way and contrasted with 
SPICE reproduction results, demonstrating its utility for 
the planning examination of computerized circuit. In this 
work, mainly discussed about design of the ALU which 
includes all basic gates and arithmetic operation like 
multiplier, Carry Save Adder (CSA), MUX, 4-bit 
SRAM, Gilbert multiplier and buffers, through which 
the performance effects on the Nano-Processor is 
analyzed as shown in Fig.1. The complete processor 
design could be achieved and given in the following: 
 The increase in source to drain current along with the 

simulation of electrical environment has been set-up 
and it is capable of controlling the nature of FinFET 
devices with gate controlling or coupling capacity. 

 All transient electrical signals of different modules 
(discussed in the previous chapters) has been build 
using FinFET transistors and measured their 
performance metrics like delay and power 
dissipation. 

 In order to measure the different equations of delay, 
transitions of the different modules based on 
FinFET logic structures, have been designed and 
compared with the existing work. 

The FinFET device is a symmetrical transistor having 
same gate function as CMOS gate function i.e G1 = G2 = 
GFinFET and their oxide thicknesses are same i.e.,  tox1 = 
tox2 = tFinFET_ox. The gate and oxide thickness functions 
the control of the current flowing between source and 
drain which is very easy and can obtain the maximum 
current gain and voltage gain.   The first part of design is 
4 bit ALU using FINFET Technology. The CMOS 
Technology has the major issues of scaling of short 
channel effects like DIBL, sub thresholding and GIDL, 
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degradation of mobility and modulation of channel 
length. To address these issues with CMOS, the 
proposed design has been changed to mitigate 
technology formally called FINFET Technology. The 
main advantage of it are controlling of current since, it 
has two Gates, reduction of leakage current, reduction in 

delay of each transistor, minimum VT and also FinFET 
transistors operates at a low power levels. The main 
concentration of 4 bit ALU design is to optimize the 
power delay, area, VT and leakage currents.  
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Fig.1 Proposed 4-bit Nano-Processor design using 32nm FinFET technology 
The ALU consists of complex multiplier, comparator, 
substractor, carry save adder (CSA) which are the 
arithmetic operation and the seven logical gates are 
designed by 32 by using 32nm FinFET Technology for 4 
bit as shown in Fig.2. The designed 4 bit ALU and its 
basic building block are used in the Nano processor. The 
11 input multiplexer is designed to select one of the 
ALU outputs and given its input to MUX to get the 
desired output as shown in Fig.7.2. The first part of 
design is 4 bit ALU using FINFET Technology. The 
CMOS Technology has the major issues of scaling of 
short channel effects like DIBL, sub thresholding and 
GIDL, degradation of mobility and modulation of 
channel length. To address these issues with CMOS, the 
proposed design has been changed to mitigate 
technology formally called FINFET Technology. The 
main advantage of it are controlling of current since, it 
has two Gates, reduction of leakage current, reduction in 
delay of each transistor, minimum VT and also FinFET 
transistors operates at a low power levels. The main 
concentration of 4 bit ALU design is to optimize the 
power delay, area, VT and leakage currents. The ALU 
consists of complex multiplier, comparator, substractor, 
carry save adder (CSA) which are the arithmetic 
operation and the seven logical gates are designed by 32 
by using 32nm FinFET Technology for 4 bit as shown in 
Fig.2. The designed 4 bit ALU and its basic building 
block are used in the Nano processor. The 11 input 
multiplexer is designed to select one of the ALU outputs 
and given its input to MUX to get the desired output as 
shown in Fig.7.2. 

III. RESULTS AND DISCUSSION 

To meet power requirements, proposed Nano-processor 
must consolidate novel strategies for decrease in leakage 
current (LC), power decrease (PD), area optimization 
(AO) procedures. This work showed two explicit 
employments of LC, PR and AO contemplations 
utilizing scientific models in Nanoprocessor plan.  In the 
first place, this work broadened the past work talked 
about in presentation and joined LC, PR and AO for 
unequivocally displaying power limitations in different 
Nano-Processors structures. This work found that with 
the expanding power imperative, demonstrated utilizing 
various degrees of LC, PR and AO, the uneven 
multicore moved towards the dynamic multicore. All 
structures of 4-bit Nano-processor cells of CMOS and 
FinFET were verified, validated and analyzed in term of 

simulation waveforms in Cadence Virtuoso tool to have 
metric investigations like different delays, normalized 
power consumption/dissipation, power-delay-product 
(PDP), energy and delay product (EDP). In light of 
these, the 4-bit FinFET-based Nano-processor is 
demonstrated to be the most minimal and ideal tradeoff 
in every single metric execution contrasted with the 
CMOS-based existing processor as shown in Fig.3. This 
work mainly concentrated on the design of 4bit Nano-
Processor and characterization of FinFET standard cell 
library of 32nm in Cadence Virtuoso bundle. The first 
part of this research work is to design of 4bit ALU, it 
includes all gates, multiplier, fast Carry Save Adder 
(CSA) and multiplexer. All individual logical and 
arithmetic modules are design from schematic level to 
generation of Graphic Data System (GDS-II) level 
through layout design, DRC and LVS; therefore, the 4-
bit ALU can be fabricated as chip. The ALU is designed 
by using CMOS inverters and the designed ALU 
schematic is simulated through 32nm FinFET 
technological library and compared with CMOS 
technology which is simulated through 32nm CMOS 
library (without FinFET). The power consumption of 
AND, OR, XOR, NOT and NAND gates are 36.09nW, 
64.970nW, 61.13nW, 33.31nW and 37.45nW 
respectively. The basic gates and universal gates, CSA, 
subtraction and MUX are integrated for 4-bit ALU 
design and its delay, power consumption and area are 
0.104nsec, 314.4uW and 56.8usqm respectively.  
This demonstrated that by utilizing FinFET innovation 
in 4-bit processor chip level circuitry, it will improve its 
characteristics parameters in terms of power, area and 
delay. In any case, the cell configuration likewise adds 
to how better the nano-processor performs, as examined 
with prior. The 4 bit FinFET based Nanoprocessor has a 
decreased propagation delay with normal energy 
dissipation, PDP along these lines giving FinFET 
innovation incredible points of interest in vitality 
effectiveness for 32 nm innovation. It was likewise 
confirmed that the 4-bit conventional pass-transistor 
logic (CPL) FinFET based nano processor performed 
very well with a decreased measure of PDP contrasted 
with other cell plans on account of its fast execution and 
full swing activity. The complete Nano-processor design 
which includes ALU, Multiplexer, encoder, decoder and 
ANN schematic in terms of analog transistors are shown 
in Fig.7.3. The results are validated through simulation 
of each and every sub components as shown in Fig.4. 
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The Fig.4 is ANN design, as it includes both 
compression, decompression and their input and output 
ports. From the result it is clear that, the delay and 
power simulations of the designed Nano-Processor were 
performed to prove that 32nm FinFET transistors is 
quite better to minimize the leakage currents and have 
the area optimization using Fingering concept. From the 
obtained results, it is observed that, there is reduction 
power of about 48%, reduction in delay is about 51% 
and 29% of  
power reduction as compared to existing works.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2 Architecture Of 11bit ALU with 11 Input MUX
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Fig.3 Overall proposed Nano-Processor design using FinFET 32nm technology and subcomponents. 

 

              
 

Fig.4 Top level schematic circuit of ANN 
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IV. CONCLUSION 

In this work, the design having all basic operations with 
ALU, multipliers and using these basic elements, the 4-
bit Nano-Processor is designed. This processor design, 
show the interested feature of FinFET devices for 
controlling of the current flowing between source and 
drain and controlling of the transistor operations to 
obtain better gain, low power, less delay and minimal 
area. Through dual gate operation, it is observed that, 
the threshold voltage (Vt) is minimum when compared 
to the case in the CMOS technology. The complex 
multipliers and other complex logical functions are 

simulated using Virtuoso back-end Cadence tool which 
include the 32nm FinFET technology. The simulated 
results using different topologies have shown that 
reduction in the number of transistors, low area and 
optimized power is obtained. Lastly, delay and power 
simulations of the designed Nano-Processor were 
performed to prove that 32nm FinFET transistors would 
be helpful to minimize the leakage currents and area 
optimization using Fingering concepts. From the 
obtained results, it is observed that, there is reduction 
power of about 48%, reduction in delay is about 51% 
and 29% of power reduction as compared to existing 
works.  
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Abstract: On a day to day basis we witness people with visual impairment, struggling to distinguish people 
and things around them. This also limits them from interacting with the surroundings and hence, curbs their 
desire to step out of their house and explore the world. The World Blind Union has predicted that the cases 
will rise from 36 million to 115 million by 2050 if the treatment is not handled by better funding. Thus, using 
technology in order to make life easy for the visually impaired people, is the need of the hour. We were not 
technically advanced in the recent past, but as of now, the technology is ready and if used by like-minded 
people towards a specific goal, anything is achievable. In order to provide the blind people a hearable 
environment, this work focuses on the field of assistive devices for visually impaired people. It converts the 
visual data captured into an alternate hearable message that can be easily interpreted by the user.  

Keywords: Raspberry Pi, Face recognition, Object detection, gTTS, Python, Haar Cascade 
Classifier 

1. INTRODUCTION 
Blindness is the condition of poor visual perception. Blind people are prone to risks as 

they are not aware of what is happening around them. A growing ageing population is 
behind the rising numbers. According to research, most number of cases related to 
blindness and vision impairment are in parts of South Asia and Africa. Although the 
percentage of the world's population with visual impairments is actually falling, according 
to the study, with the rise in global population, the scientists predict that number of people 
with sight problems will rise in the coming decades. Analysis of data from all over the 
world suggests there are more than 200 million people suffering with moderate to severe 
vision impairment. That figure is expected to rise to more than 550 million by 2050. 

Hence, this work is a small dedication to the blind. For this work, we have integrated 
several technologies and combined them to form a system that recognizes a person or an 
object in-front of the user and converts the name of the detected person/object into an 
audio format, which forms the output and is read to the user through a set of earphones. 
 

2. IMPLEMENATION 
To implement this work in real time, we have used Raspberry Pi 4 board as our 

processing device. The Raspberry Pi 4 is powered by Broadcom BCM2711 which is 
based on Cortex A-72 core. A camera module is integrated with the board to capture 
either faces or objects in real time based on the requirement of the user. A set of 
earphones act as the output source through which the user hears the name of the detected 
person or the detected object. For the audio output we have used Google Text-to-speech 
(gTTS), which works as a command line tool to interface with Google Translator’s text-
to-speech Application programming interface. Additionally, we have developed a 
personal assistant for interacting with the user and switching between the modes 
(detecting person or detecting an object) based on the user’s voice command.  

 

Therefore, the main objective of this work is maintaining a comprehensive dataset of 
images of objects that are encountered on a day to day basis, as well as the images of 
close relatives/friends for accurate identification. 

• Integrating a camera module with a Raspberry Pi microcontroller that will capture 
the images and will process them further. 

VOLUME 26 Journal of Chengdu University of Technology

ISSN-NO- 1671-9727 ISSUE 7 2021



 
 

• Using a Deep learning model and training it for image recognition.  

• Converting the image identified into a voice message and transmitting it through 
a speaker/headphone. 

• Building a personalized voice assistant that will take instructions from the user to 
enter different modes of working based on voice instructions provided by the user. 

 
3. RELATED WORK 

In paper [1], the author makes use of CIFAR10 classification used to classify 32x32 
pixel RGB images. The reason for choosing CIFAR10 is that it is complex enough to 
handle most of TensorFlow's scalability for large models. At the same time, the model is 
small enough to learn quickly and is very suitable for trying new ideas and testing new 
technologies. This model provides the highest performance with an accuracy of 
approximately 86° in several hours of GPU training. 

In paper [2] makes use of CNN to detect the object. The camera loops to take pictures 
at a speed of about 2 Hz, and the pictures pass face detection, and all restricted faces are 
drawn on the screen as a preview.. 

In paper [3] The main goal of the research is to develop a face recognition system with 
higher accuracy and improved face recognition system recognition time. ) Linear 
discriminant analysis. The Jacob method is used to calculate the eigenvectors required by 
the PCA and LDA algorithms. The face recognition system is implemented on the 
Raspberry Pi 3 board based on the embedded system. 

Paper [6] An overview of different combinations of readers (OCR), virtual assistants, 
and home automation systems with RaspberryPi, this will be a great system combination. 
It is a useful help for the visually impaired and the disabled. OCR stands for Optical 
Character Recognition, which recognizes the current text and converts it into audio 
through gTTS (Google Text to Speech) pre-processing and post-processing. 
Therefore, in our work, we are trying to integrate the features of face recognition and 
object detection with the voice assistant which will make the job easy for the user. 
 

4. PROPOSED MODEL 
The Proposed model is divided into two stages in an additional stage of implementing the 
voice assistant system. The stages of the model are depicted below: 
 

 
Fig 4.1 Stages in the proposed model 
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Initially when the system has been set up, the voice assistant guides the user to select 
the desired mode by giving a particular voice command. The user can choose whether he 
wants the system to detect a person, or whether he wants it to detect an object. When the 
camera module, which is integrated to the Raspberry Pi board detects a face, it 
immediately sends the data to the Raspberry Pi. Further, the Raspberry Pi checks if the 
detected face is matching with any of the faces that have already been stored in a custom 
database created for each individual. If the detected face matches with the entries in the 
database, the name associated with the face will be stored in a variable which would then, 
be converted into an audio source using gTTS and this audio is heard using the earphones. 
If the detected face is not matching with any of the entries in the database, the voice 
assistant asks the user if he wants to save the detected face in the database or let it pass. 
Based on the user’s command the system either clicks multiple photos of the face and 
stores it under a name or forgets the face. 

The model makes use of Haar cascade for the purpose of face detection. It is an 
effective approach based on machine learning where the cascade function is trained using 
a lot of positive and negative images. In order to train the classifier, we need to feed in a 
lot of images with faces, known as positive images and also images that do not have any 
face, known as negative images. Then we need to extract features from it. 

Similarly, when the system switches to object detection mode, the camera detects the 
closest object to the user and sends this data to Raspberry Pi. Further, this image is 
matched with another database dedicated only for objects. The database used in our work 
is a combination of COCO dataset, YOLOv3 dataset and tensorflow lite. If the image is 
successfully matched with the entries of the database, the name associated with it is stored 
in a variable and will be converted into an audio format using gTTS, which will be 
produced as the output through the earphones. If the image does not match with any entry 
in the database, then the user can choose to save it in the database with a name given to it, 
or he/she can let it pass.   

The raspberry pi is powered by using a portable power bank. 

 
 

Fig 4.2 Control flow of the system 
 

Important points to note: 
 
1. Storing a number of images may require an external Memory. 
2. The images are captured using OpenCV library for Python. 
3. The Convolutional Neural Network (CNN) is trained for identification of images.  
4. The captured images are analyzed using tensorflow library. 
5. The expected accuracy of the model is around 90%. 
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Fig 4.3 Helping assistant prototype 

We have kept the size of the device as small as possible, since this is supposed to be used 
as a wearable assistant. 

5. RESULT 
Since this is a portable assistive device, testing it under various conditions is very 

important. 

 

1. When the system works in person identification mode: The device detects the 
face of the person, crops it and applies the deep learning model to identify the 
person in front of camera. The Voice message is also transmitted via microphone. 
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Fig 4.3 & Fig 4.4 Identification of a person 

 
2. When the system works in object identification mode: 

 
Fig 4.5 Identification of objects 

 
3. In case an unknown person is detected, the voice assistant gives the user an option 

to save the person’s image in the dataset. The camera clicks 100 images and 
stores it in database with the name mentioned by the user. 
 

6. FUTURE WORK 
 

In future it can be used for character detection as well i.e. Optical character recognition 
(OCR), which can recognize italics and handwriting, such as palm leaves. Google 
Assistant is used to scan QR codes, alarm clock reminders, and date and time 
notifications. In the future, in a word, it will have a wide range of applications related to 
artificial intelligence and control. The system can also be used to create a robot that acts 
as a road-guided robot with a built-in stick that converts images into voice to notify 
people of obstacles around them. Moreover the accuracy of the system can be improved 
by training it in multiple environment. With the help of this guide, we can create routes 
for robots and driverless vehicles and collaborate with the voice commands. 
Thus there is great scope for future work. 
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Abstract-Most of the commercial transport is being 

carried out by the railway network and therefore, any problems 

in the same has the capacity to induce major damage to the 

economy-notwithstanding the societal impact of loss of life or 

limb. This project is developed to overcome the problem of 

railway crack, Fog in the environment, Avoiding collision 

between two stations the cracks is detected through IR Obstacle, 

the current location is sent through Android GPS and to receive 

the information GSM is utilized, 4 wheel robot is used in the 

place of train, as soon as the station unit receives the SMS then E 

mail has been generated with the android Application and sent to 

the higher authority Automatically for further proceedings. It is 

also been planned in this project to implement ultrasound radar 

sensors to avoid the collision. 
 

Keywords— GPS, GSM, IR Obstacles, four wheel robot, radar. 

 

I. INTRODUCTION 

In today’s world, transport is a key necessity because in its 

absence it would be impossible for products to be consumed in 

areas which are not in the immediate vicinity of the production 

centers. Throughout history, transport has been a necessity for 

the expansion of trade. Economic prosperity can be achieved 

by increasing the rationality and capacity of transport systems. 

The proper operation and maintenance of transport 

infrastructure has a great impact on the economy [1]. 

Transport, being one of the biggest drainers of energy, its 

sustainability and safety are issues of paramount importance. 

 

The railway transport occupies a prominent position 

in quenching the ever burgeoning needs of a rapidly growing 

economy. The railway transport is growing at a rapid pace, the 

associated safety infrastructure facilities have not kept up with 

the aforementioned proliferation. Our facilities are inadequate 

compared to the international standards and as a result, there 

have been frequent derailments that have resulted in severe 

loss of valuable human lives and property as well. On further 

analysis of the factors that cause these rail accidents, recent 

statistics reveal that approximately 60% of all the rail 

accidents have derailments as their cause, of which about 90% 

are due to cracks on the rails either due to natural causes (like 

excessive expansion due to heat) or due to antisocial elements. 

Hence these cracks in railway lines have been a perennial 

problem, which has to be addressed with utmost attention due 

to the frequency of rail usage [2]. These cracks and other 

problems with the rails generally go unnoticed due to 

improper maintenance and the currently irregular and manual 

track line monitoring that is being carried out. The high 

frequency of trains and the unreliability of manual labor have 

put forth a need for an automated system to monitor the 

presence of crack on the railway lines. 

To overcome the crack problem we propose robust 

solution to the problem of railway crack detection using IR 

LED- IR photo diode which is cost effective. This project is 

implemented using simple components microcontroller, IR 

LED, IR photo diode, GSM, GPS module, 4 wheel robot. The 

IR LED- IR photo diode monitors the cracks in the rails, GPS 

detects current location, to receive information GSM is 

utilized, the robot is driven by dc motors [3]. 

 

II. DESCRIPTION 

The proposed crack detection scheme consists of a 

Light Emitting Diode (IR LED)-Light Dependent Resistor (IR 

photo diode) assembly that functions as the rail crack detector. 

The principle involved in crack detection is the concept of IR 

photo diode. In the proposed design, the IR LED will be 

attached to one side of the rails and the IR photo diode to the 

opposite side. During normal operation, when there are no 

cracks, the IR LED light does not fall on the IR photo diode 

and hence the IR photo diode resistance is high. Subsequently, 

when the IR LED light falls on the IR photo diode, the 

resistance of the IR photo diode gets reduced and the amount 

of reduction will be approximately proportional to the 

intensity of the incident light. As a consequence, when light 

from the IR LED deviates from its path due to the presence of 

a crack or a break, a sudden decrease in the resistance value of 

the IR photo diode ensues. This change in resistance indicates 

the presence of a crack or some other similar structural defect 

in the rails. In order to detect the current location of the device 
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in case of detection of a crack, a GPS receiver whose function 

is to receive the current latitude and longitude data is used. To 

communicate the received information, a GSM modem has 

been utilized. The function of the GSM module being used is 

to send the current latitude and longitude data to the relevant 

authority as an SMS. The functionality has been achieved by 

interfacing the GSM module, GPS module and IR LED -IR 

photo diode arrangement with a microcontroller. The robot is 

driven by four DC motors. 

Demo points:  The ARM is used, IR LED  and IR photo diode 

is used to detect the cracks in the track ,to receive the 

information GSM module is used, to locate the location 

Android (APP) GPS is used and 4 wheel robot is used as train. 

 

III. BLOCK DIAGRAM 

 

 
 

Fig.1 Block diagram for crack detection 

 
Fig.2 Block diagram of collision avoidance system 

 

WORKING OF THE VEHICLE 

 

1) When the vehicle is Powered On, it moves along the model 

track. The IR Obstacle sensors monitors the condition of the 

tracks . 

 

2) When a crack is detected by the IR sensor the vehicle stops at 

once, and the GPS in android using android app. The receiver 

triangulates the position of the vehicle to receive the Latitude 

and Longitude coordinates of the vehicle position, from 

satellites. 

 

3) The Latitude and Longitude coordinates received by GPS 

are converted into a text message which is done by the 

microcontroller. 

 

4) The GSM module sends the text message to the pre-defined 

number with the help of SIM card inserted in the module.  

 

5) Once the message has been successfully sent to the 

Number, the vehicle resumes its movement forward 

depending on the type of crack. 

 

 
Fig.3 Project model 

 

IV. FLOW CHART 

 

Journal of Seybold Report ISSN NO: 1533-9211

VOLUME 15 ISSUE 8 2020 2966



            Fig.4 Flow chart for train trolley operation 

 
Fig.5 Flow chart of collision avoidance

 

Fig.6 Schematic diagram for trolley module of proposed 

system  

  

V. HARDAWARE REQUIREMENTS 

A. ARM CORTEX M0(Microcontroller) 

 

The main component of this proposed system is ARM Cortex 

M0.The LPC111x/LPC11Cxx are a ARM Cortex-M0 based, 

low-cost 32-bit MCU family. Operate at CPU frequencies of 

up to 50 MHz. On-chip flash programming memory 64KB. It 

has 1 KB on-chip static RAM memory. Its operating voltage 

range from 1.8 to 3.6 volt. Controller contains four ports. Each 

port contains 12 IO pins. High-current output driver (20 mA) 

on one pin. It has four general purpose counter/timers with up 

to eight capture inputs and up to 13match outputs. For 

converting of signal, it has 10-bitresolution ADC with eight 

channels. Unique device serial number for identification. 

 

B. Serial interface 

UART with fractional baud rate generation, internal FIFO, and 

RS-485 support. Two SPI controllers with SSP features and 

with FIFO and multi-protocol Two SPI controllers with SSP 

features and with FIFO and multi-protocol only. I2C-bus 

interface supporting full I2C-bus specification and Fast-mode 

plus with a data rate of 1 Mbit/s with multiple address 

recognition and monitor mode. Extended temperature (40 °C 

to +105 °C) for selected parts. 

 

C. Liquid-Crystal Display (LCD) 

It is a flat panel display, electronic visual display that uses the 

light modulation properties of liquid crystals. Liquid crystals 

do not emit light directly. LCDs are available to display 

arbitrary images or fixed images which can be displayed or 

hidden, such as preset words, digits, and 7-segment displays as 

in a digital clock. They use the same basic technology, except 

that arbitrary images are made up of a large number of small 

pixels, while other displays have larger elements 

 

 
    Fig.7 LCD display 

 

D. IR Obstacle sensor 

This sensor is a short range obstacle detector with no dead 

zone. It has a reasonably narrow detection area which can be 

increased using the dual version. Range can also be increased 

by increasing the power to the IR LEDs or adding more IR 
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LEDs. The photo below shows my test setup with some IR 

LED's (dark blue) as a light source and two phototransistors in 

parallel for the receiver. You could use one of each but I 

wanted to spread them out to cover a wider area. This setup 

works like a Frits LDR but with IR. It has a range of about 10-

15cm (4-6 inches) with my hand as the object being detected.

 
Fig.8 IR Obstacle Sensor used in the project 

 

 

 

 

 

 

 

 

 

 

Fig.9 IR obstacle sensor 

 

E.GSM 

The GSM standard initially was used originally to describe 

switched circuit network for full duplex voice telephony to 

replace first generation analog cellular networks. The standard 

was expanded over time to include first circuit switched data 

transport, then packet data transport via GPRS (General 

Packet Radio Service). Packet data transmission speeds were 

later increased via EDGE. The GSM standard is succeeded by 

the third generation (or "3G") UMTS standard developed by 

the 3GPP. GSM networks will evolve further as they begin to 

incorporate fourth generation (or "4G") LTE Advanced 

standards. "GSM" is a trademark owned by the GSM 

Association. 

 

 GSM networks operate in a number of different 

carrier frequency ranges (separated into GSM frequency 

ranges for 2G and UMTS frequency bands for 3G), with most 

2G GSM networks operating in the 900 MHz or 1800 MHz 

bands. Where these bands were already allocated, the 

850 MHz and 1900 MHz bands were used instead (for 

example in Canada and the United States). In rare cases the 

400 and 450 MHz frequency bands are assigned in some 

countries because they were previously used for first-

generation systems. Regardless of the frequency selected by 

an operator, it is divided into timeslots for individual phones 

to use. This allows eight full-rate or sixteen half-rate speech 

channels per radio frequency. 

 

India GSM 900 5 carriers 

GSM 900/1800 3 carriers 

    Table 1. Types of GSM in India 

These eight radio timeslots (or eight burst periods) are 

grouped into a TDMA frame. Half rate channels use alternate 

frames in the same timeslot. The channel data rate for all 8 

channels is 270.833 Kbit/s, and the frame duration is 

4.615 ms. The transmission power in the handset is limited to 

a maximum of 2 watts in GSM850/900 and 1 watt in 

GSM1800/1900 

 

Interfacing the GSM Module with Microcontroller. 

A SIM card is inserted to the GSM module. After checking as 

shown in the steps above, RS232 cable is directly connected 

between DB9 of the module and the DB9 on the controller 

port. This establishes the serial communication between them. 

The GSM commands embedded in the controller takes care to 

communicate with the GSM Module via RS232 cable-

MAX232-Serial I/O pins of the Controller. 

 

 
Fig.10 Connection configurations of DB9 male connector and 

GSM module 

 

 
                Fig.11 GSM module used in project 

 

F. L293 Motor Driver       
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The L293 is an integrated circuit motor driver that can be used 

for simultaneous, bidirectional control of two small motors. 

Small means small. The L293 is limited to 600 mA,. The L293 

comes in a standard 16-pin, dual-in line integrated circuit 

package. For complete information, consult the Unitrode L293 

data sheet (PDF file, 626Kb). The pin out for the L293 in the 

16-pin package is shown below in top view. Pin 1 is at the top 

left when the notch in the package faces up. Note that the 

names for pin functions may be slightly different than what is 

shown in the following diagrams. The following schematic 

shows how to connect the L293 to your motor and the PIC. 

Each motor takes 2 PIC pins. This table assumes only one 

motor is connected to the PIC. Here is a table describing the 

control pin functions. Note that the enable pin is always high 

when the motor runs so we can simply pull it high on the CCT 

board and then it will not take up 2 extra PIC pins 

 
Fig.12 Motor driver IC pin diagram 

 

 
Fig.13 Inaternal diagram of IC L293 

 

 
Table 2.Truth table of IC L293 

 

Notes 

1. You can save on some Stamp pins by connecting the Enable 

pin to +5V and just using the direction pins to change 

directions and turn the motor on and off. That means you only 

need two PIC pins per motor. Put one pin high and the other 

low for one direction, reverse the state of the pins for the other 

direction and put both pins low to turn the motor off. 

2. Remember to put your finger on top of the L293 when 

running the motor to see if it is getting too hot. 

3. The L293 ground goes to both the battery minus and to the 

PIC GND. 

4. The L293 has an automatic thermal shutdown which means 

the chip will stop working if it gets too hot. 

5. You can also use the L293 to drive relays and solenoids. 

Just connect the relay coil or solenoid between one of the 

driver outputs (pins 3, 6, 11, or 14) and ground and turn it on 

or off with the control pin (pins 2, 7, 10, 15). This is handy 

because you could run one bidirectional motor and two relays 

using just 4 Stamp pins and a single L293. 

6. The L293 is made by several companies. Use these links to 

get more information and other versions of the L293 data 

sheet: Texas Instruments (who bought Unitrode) and STS 

Thomson . 

 

G. Ultrasound motion sensor 

Introduction 

     Used to detect the move of human or object suitable for 

indoor and outdoor burglar-proof application, vehicle burglar-

proof application, ATM surveillance camera, warehouse 

surveillance camera, and safety warning application in 

dangerous site where voltage and temperature exist. 

 
Fig.14 Ultra sound motion sensor 
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Fig.15 Ultra sound motion sensor connection schematic  

 

1 Power In: positive+ 

2 Out: signal output 

3 Power In : negative – 

 

 
Fig.16 DC Load circuit schematic 

 
Fig.17 AC Load circuit schematic 

 

Main Technical Specifications 

 

1. Power Voltage: DC 6-12V 

2. Quiescent current: Less than 2mA 

3. Output Level:  Low 0V 

4. Sensing Angle: no greater than 15 degree 

5. Sensing Distance: 2mm-3m 

 

 

H. Results and discussion 

 

Whenever the crack is detected using IR Obstacles, the signal 

is sent to controller then the process the signal and send the 

commands to the appropriate peripherals, such as LCD 

display and GSM module. The LCD display displays the 

correct info and GSM sent the information about particular 

location of the track’s crack to the predefined mobile. The 

android app automatically generates the mail and sent to the 

predefined mail.  

  

 The different problems of the train are solved by this 

proposed system and are illustrated in the below figures 

 

 
Fig.18 Left track’s crack detected and displayed 

 

 
Fig.19 Left track’s crack detected and information had sent to 

the predefined mail 
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Fig.20 Right track’s crack detected and displayed 

 

 
Fig.21 Right track’s crack detected and information had sent 

to the predefined mail 

 

 

VI. CONCLUSION & FUTURE SCOPE 

 

In this project, we have presented the rationale, design of our 

robust LED-LDR based railway crack detection scheme. This 

idea can be implemented in large scale in the long run to 

facilitate better safety standards for rail tracks   and provide 

effective testing infrastructure for achieving better results in 

the future. It proposes a cost effective yet robust solution to 

the problem of railway crack detection utilizing a method that 

is unique in the sense that while it is simple, the idea is 

completely novel untested. 

 

 The other future scope of this project is automatic 

welding of cracked railway track. Whenever the cracks are 

detected, immediately those have to be detected and weld 

those cracks automatically with appropriate piece of metal. 

This saves money and time. 
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Influence of Cu Doping in Si–Te-Based
Chalcogenide Glasses and Thin Films: Electrical

Switching, Morphological and Raman Studies
Diptoshi Roy , B. Tanujit, K. B. Jagannatha, S. Asokan , and Chandasree Das , Senior Member, IEEE

Abstract— To understand the electrical switching behav-
ior of Si15Te85−xCux (1 ≤ x ≤ 10) series, I–V characterization
has been performed on bulk as well as amorphous thin films
of the as-preparedsamples.Both the bulk glassesand amor-
phous thin films are found to manifest memory-type switch-
ing behavior. The threshold voltages of thin-film devices
are found to be much lower than the bulk counterparts
and hence could find application for phase change memory
(PCM). The composition analyses of both have divulged
the existence of intermediate phase (IP) in the composition
range of 2 ≤ x ≤ 6. To examine the probability of the given
glass for PCM application, Set–Reset studies have been
performed on the glasses with a triangular pulse of 6 mA for
set operation and rectangular pulse of 12 mA for the reset
operation. The study has revealed a continuous repetition of
few Set–Reset cycle by the Si–Te–Cu series. Raman studies
carried out on the bulk glasses report the occurrence of
blue shift over the composition in a regular manner. Further,
SEM studies have been carried out on Si–Te–Cu samples
to understand the morphological changes that would have
occurred during switching. Additionally, thickness depen-
dence of threshold voltage of representative Si15Te80Cu5
and Si15Te76Cu9 glasses has been carried out to reveal the
relationship between threshold voltage and thickness.

Index Terms— Chalcogenide glasses, electrical
switching, intermediate phase (IP).

I. INTRODUCTION

PHASE change memory (PCM) is enduring moderate
renascence of interest as the faults it encounters can be

easily deciphered through engineering solutions. The success
of PCM depends on the development of engineering solu-
tions and the corresponding sufficient reduction in costs. The
amorphous and crystalline states have a substantial resistance
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variance which leads to the empowerment of PCM [1], [2].
The noncrystalline state possesses high resistivity whereas the
crystalline state manifests resistivity of magnitude which is
three to four orders of magnitude lower.

In the last couple of years, a wide variety of improvements
like density improvement, aggressive scaling of devices, and
reduction in programming power have been seen in the field of
PCM. The main reason for reduction in switching power which
stands as the rudimentary strength of PCM technology is the
pattern of device scaling. The promising attributes of PCM
technology are effective scalability (up to few nanometers),
faster programming time (in the order of few nanoseconds),
ameliorated endurance (up to 109 programming cycles), and
bit alterability (the capability of PCM to directly write in the
memory, without the requirement of prior erasing step). For the
features like nonvolatility, reduced usage of power, and direct
write, PCM gains to envelope an extensive area of applica-
tions like addressing wireless systems, embedded applications,
solid-state subsystems, and computing platforms [3].

Metal-doped chalcogenide glasses possess electronic and
optical properties and are dissimilar from the properties of
the ordinary ones. Glasses containing transition metal like Cu,
Ag, and Sn have been employed in optical memory [4] and
laser materials [5]. Additionally it has been seen that glasses
doped with Cu manifests photoconductivity and shrinkage
in bandgap, illustrating their probable usage in economical
mid-IR detection which in turn leads to the investigation of
electrical properties [6]. The metallic impurities such as copper
when added to Si–Te bring interesting variations in their
properties. They enter the structural network of chalcogenide
glasses in a special way and increase the network connectivity,
crystallizing ability, and the electrical conductivity [7], [8].
That is the reason an attempt has been made to study system-
atically the properties of the Si–Te glassy system with added
Cu impurity. The study on the switching behavior of a material
is an important part to find the possibility of the material in
PCM application.

II. EXPERIMENTAL TECHNIQUES

The bulk sample that is required for making thin-film
devices are concocted by melt quenching technique. Pure
elements of the order of 99.999% purity have been taken in
proportional quantity in clean quartz ampoule which has been
sealed maintaining a vacuum of 10−6 mbar. The furnace is

0018-9383 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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Fig. 1. 3-D schematic of sandwich geometry utilized for making
amorphous Si–Te–Cu thin-film switching devices.

programmed to revolve at 10 r/min uninterruptedly with an
increment of 100 ◦C per hour till it reaches 1100 ◦C. The
homogeneity of the melt can be maintained by keeping the
ampoule at a sustained temperature of 1100 ◦C for 24 h and
finally quenching it in ice water mixed with NaOH. The studies
on the bulk switching have been undertaken to understand
whether the material undergoes switching or not. Once it has
been confirmed that electrical switching occurs in the bulk
samples further switching analysis has been carried out on thin
films which are indeed a very important aspect for memory
device research.

A clean biological glass slide of 25 mm × 75 mm dimension
is used as a substrate on which the source material has
been coated using the flash evaporation approach. To execute
the switching studies, the devices have been fabricated in
sandwich style. The glass substrate has been used as a base for
coating and the top and bottom electrodes have been coated
with aluminum. The 3-D schematic of sandwich geometry that
has been adopted for making amorphous Si–Te–Cu thin-film
switching devices is shown in Fig. 1.

The switching studies have been carried out using Keith-
ley (2410c) source measure unit (SMU) with Lab View 7
(National Instruments) which has a voltage and current limit
of 1100 V and 1 A, respectively. To carry out the switching
studies on bulk samples, the samples have been polished
to obtain 0.3-mm thickness and placed between the contact
points of the Keithley SMU. The purpose of testing the
bulk sample is to know the property of the material and its
feasibility in the application in the form of thin film. 0.3 mm
has been maintained only for bulk samples whereas in the
films the approximate thickness obtained is 10 μm. A probe
station with an applicability of x-, y-, z-direction movement
is employed to place the thin film for switching studies.
Threshold switching (TS) is volatile which means once the
applied field is removed the material reverts to its original
state. As memory switching (MS) draws maximal importance
in PCM application, in this work MS has been emphasized
specifically for both bulk and film.

SEM studies are carried out using VEGA3 TESCAN.
Horiba Jobin Yvon (LabRAM HR) in backscattered mode
is used to perform Raman studies on the glassy samples.
To analyze the backscattering light, the triple monochromator
is used and discerned by a charge-coupled device (CCD)
cooled at −70 ◦C. An argon ion laser of 514.5 nm line is

Fig. 2. I–V characteristic of a representative Si15Te84Cu1 glass showing
MS.

utilized to illuminate the glassy sample wherein the laser is
focused with a 50X objective. A superior signal-to-noise ratio
is obtained by using an acquisition time of around 120 s.

III. RESULTS AND DISCUSSION

A. Switching Analysis in Si15Te85−xCux(1 ≤ x ≤ 10)
Bulk Glasses

The I–V characteristic of an exemplary bulk Si15Te85−x Cux

glass is shown in Fig. 2 where an ohmic behavior exhibited by
the sample is observed initially followed by a negative resis-
tance behavior. Specified glasses manifest a current-controlled
negative resistance (CCNR) behavior at threshold voltage,
leading to a high conducting “ON” state. Factors on which
the switching by a glassy semiconductor depends are ON-state
current, thermal stability of the glass, thermal diffusivity of
the material, and the network connectivity. It has been seen
here that upon restriction of ON-state current to low values, the
glass exhibits TS. The glass is seen to display MS at a higher
ON-state current and is being shown in Fig. 2. An analogous
trend is also seen in other tellurides [9].

The MS is associated with structural change and it becomes
difficult for the system to restructure itself with the increase in
cross-linkages and rigidity. Consequently, a memory to TS is
noticed in systems having more cross-linking elements [10].
The phase change attribute of the glasses helps in understand-
ing the MS in chalcogenides.

The transition from amorphous to crystalline phase occurs
during switching and the later phase is retained in MS. The
temperature of the glassy material between the electrodes aug-
ments because of the joule heating and creates a filamentary
path [11], [12].

The compositional dependence of switching voltage of
Si15Te85−x Cux glasses is shown in Fig. 3. The two gov-
erning features that determine the compositional variation
of switching voltage of chalcogenides are dopant resistiv-
ity [13] and the network connectedness [14]. Typically the
inclusion of metallic dopants is known to reduce the resis-
tivity and consequently the switching voltage in chalco-
genides [15]. Conversely, the strengthening of connectivity
and rigidity of network is seen to increase the switching
voltage. In many cases, high resistivity and network connec-
tivity make the structural changes difficult during switching
process resulting in TS as seen in Al–As–Te glasses [16].
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Further, the increase or decrease in resistivity and network
connectivity can be judged from the variation of threshold
(or switching) voltage with composition, and the same has
been interpreted in this work. The Si–Te–Cu system has
exhibited good MS behavior and also the switching data are
reproducible. In the present system, with the intensification
of Cu, the threshold voltage (VT) is seen to increase initially
followed by the exhibition of a plateau in the region of
2 ≤ x ≤ 6. A precipitous decline is exhibited by VT above
6% of Cu. The consequence of both the network connectivity
because of the incorporation of high coordinated Cu atoms
and metallic nature of the dopant are seen to influence the
contrast of VT of bulk Si15Te85−x Cux glasses with composition.
The analysis of the extended X-ray absorption fine structure
(EXAFS) spectrum in literature reveals the existence of coordi-
nation number in copper as four [17], a number which has also
been observed in the other systems of copper like CuFeS [18],
Cu3AsS4 [18], and CuAsI [19].

The movement of Cu+ions also has a critical contribution
in the switching behavior of Si–Te–Cu glasses. The OFF-
state highlights the subsequent recombination processes: hole
seizure by C−

1 centers (C−
1 + e+ → C0

1) and electron seizure
by C+

3 centers (C+
3 + e− → C0

3). A passivation of C−
centers can be carried out by Cu+ ions that exist in the
sample by diffusion process [20], consequently minimizing
the voltage needed to instigate the switching process, also
additionally reducing the switching time of the sample. The
initial increment of VT with composition of Si15Te85−x Cux

glasses is due to the increase in network connectivity and
the subsequent decrement is owing to the incorporation of
higher metallic dopant and rapid passivation of charged defect
states. Thermal studies on Si15Te85−x Cux glasses [21] have
shown the presence of a wide trough in the range 2 ≤ x ≤ 6
in the compositional dependence of nonreversing enthalpy at
glass transition (�HNR), revealing the existence of Boolchand
intermediate phase (IP). The present study also shows the
presence of a wide plateau in the range 2 ≤ x ≤ 6 in the
compositional dependence of VT which could be linked with
the IP as observed in the electrical switching behavior of
Ge–Te and Si–Te glasses [22]. The composition of the glass
which resides in the IP is presumed to have self-organization
and is independent of stress and so the width of the IP stands as
a measurement of self-organization of the glassy system [23].
Additionally, the latent heat of melting of glasses in the IP
is nearly absent and this can be a possible reason of low
threshold field in the IP [24]. Fig. 3 shows the variation of VT

with respect to composition wherein the thickness of various
samples has been kept constant as 0.3 mm.

B. Electrical Switching in Si15Te85−xCux (1 ≤ x ≤ 10)
Amorphous Thin Films

The I–V characteristic of a typical thin-film device is
depicted in Fig. 4. The thickness of the material is approx-
imately 10 μm and the dimension of the top electrode is
circular in shape with 6 mm dia.

The comparison of electrical switching response of bulk
Si15Te85−xCux glasses with their thin-film counterparts is
important for the applicability of the material in PCM.

Fig. 3. Compositional dependence of switching voltage of Si15Te85−xCux
glasses (1 ≤ x ≤ 10);< r > represents the average coordination number
of specific composition.

Fig. 4. I–V characteristic of a representative Si15Te81Cu4 thin film
showing MS.

Fig. 5. Compositional dependence of switching fields of Si15Te85−xCux
(1 ≤ x ≤ 10) thin films.

The studies on the bulk Si15Te85−x Cux sample indicate
that both MS and TS [25] have been exhibited by
the glassy samples which depend on the ON-state cur-
rent. Howbeit, the studies on amorphous thin films of
Si15Te85−x Cux samples indicate the exhibition of only MS.
The memory form of the switching responses has been
manifested by other binary, ternary, and quaternary amor-
phous thin films such as GeS2 [26], Ge–Te–Si [27], and
Ge–Te–In–Ag [28].

The compositional dependence of threshold field of amor-
phous Si15Te85−x Cux thin films is shown in Fig. 5. To study
the effect of incorporation of dopant on the switching
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phenomena, the compositional dependence of threshold field
has been investigated for the thin-film devices. In addition,
as the usage of flash evaporation technique does not guar-
antee the uniformity in the thickness of deposition among
the devices, the threshold voltage has been normalized as
threshold field and used for studying the composition depen-
dence. Further, the coordination number in glasses helps to
define the rigidity percolation threshold (RPT) in glasses
which manifests the percolative transition of glass from floppy
polymeric glass to rigid amorphous solid and is included in
Fig. 5. Interestingly, amorphous thin films do not show one
to one correspondence of percolation effect when compared
with their bulk counterparts. The change observed in the
threshold field of thin-film samples as compared to bulk at
the onset of percolation could be because of several factors
like high field conductions, methods of preparations of thin
films, and difference of electrodes in bulk and thin films. The
semiconducting thin films which are developed in sandwich
geometry with electrodes of metallic nature may have an
occurrence of some specific high field conduction process. The
several conduction processes are categorized as bulk-limited or
electrode-limited.

The bulk-limited is further categorized into space-charge-
limited conductivity (SCLC), Poole–Frenkel effect, and hop-
ping. Electrode-limited is classified as tunneling and Schottky
effect. These nonlinear conductions may lead to high electric
field across the film [29].

The substantial types of variables experienced in thin-film
deposition mechanism (e.g., substrate temperature, deposition
rate, angle between vapor stream and substrate) enable deposi-
tion of different structured films under nominally homogenous
environment, which can sequentially influence the optical and
electrical properties [29]. Further in bulk the electrode used
is brass whereas for thin-film aluminum is used. Even the
shape of the top and bottom electrodes is different in thin film
and bulk experiments. This difference could also be one of
the reasons for change in the threshold field at the onset of
percolation. As seen in Fig. 5, the thin films also display an
IP in the region 2 ≤ x ≤ 6, where it is seen that the samples
have a low threshold field which could make them potential
phase change materials.

C. Set–Reset Studies in Si15Te85−xCux (1 ≤ x ≤ 10)
Bulk Glassy System

A study on Set–Reset operation has been carried out on
bulk samples of 0.3 mm thickness. To carry out the opera-
tion, triangular pulse of 6 mA for Set and rectangular pulse
of 12 mA for Reset has been used for bulk samples. The
bulk samples of Si15Te85−x Cux (1 ≤ x ≤ 10) glasses have
been found to manifest 5–10 Set–Reset cycles repeatedly. The
Set–Reset operation on the representative Si15Te79Cu6 glass is
shown in Fig. 6. In the SET operation the sample behaves as
a semipermanent storage of information as the sample transits
from amorphous to crystalline phase with the introduction of
applied current or voltage pulse. The phase is reversed to
amorphous by the Reset operation wherein on the application
of a sharp current pulse of higher magnitude, local melting

Fig. 6. Electrical switching response of Si15Te79Cu6 glass for a triangular
Set pulse of 6-mA amplitude and rectangular Reset pulse of 12-mA
amplitude.

Fig. 7. SEM image of Si15Te77Cu8 showing formation of channel-like
structure between the electrodes.

of conducting crystal and amorphization occurs. In Fig. 6,
the width of set pulse is 500 ms and that of reset pulse
is 1 ms.

D. Morphological Studies on Si15Te85−xCux System
Edge Switching

In order to understand the phenomena associated with the
switching of Si15Te85−x Cux (1 ≤ x ≤ 10) bulk glasses,
switching on the edge of a representative bulk sample is carried
out. There have been several models (both electronic and
thermal) proposed to understand the mechanism of TS and
MS in glassy chalcogenides.

For any qualitative analysis of switching behavior, both
thermal and electronic effects must be considered, and the two
can produce a coupled response called “electrothermal effect.”
Both the initiation of switching and the maintenance of the
filamentary ON-state in chalcogenide threshold switches are
fundamentally electronic in nature [30]. The most important
role played by the thermal effects is the latching of the sample
to the ON-state (MS) which involves a thermally induced
amorphous-to-crystalline phase transition in the conducting
channel [31]. Fig. 7 is the SEM image of Si15Te77Cu8 bulk
sample with a thickness of 0.3 mm, after conducting a
switching operation at the edge of the sample. From Fig. 7, a
channel-like structure is evident which supports the concept of
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Fig. 8. Schematic of edge switching test device and the sample.

Fig. 9. Intensity normalized Raman spectra of selected as prepared
Si–Te–Cu glasses. Band A ∼ 97.9–92.3 cm−1, B ∼ 123.9–120.7 cm−1,
C ∼ 140.9−139.5 cm−1, and D ∼ 165−175 cm−1.

conducting channel like formation during switching. However,
further studies on this channel-like structure are not carried out
at this stage of research. The schematic of edge switching test
device and the sample has been shown in Fig. 8.

E. Raman Studies on Si15Te85−xCux Bulk Glasses

Raman studies are performed on the glassy samples
in the backscattering mode. The presented Raman spectra
(Fig. 9) are intensity normalized. There are two dominating
high-intensity modes (B and C) and two very low intense
humps (A and D). The band positions have the follow-
ing ranges of the wavenumber: band A ∼ 97.9–92.3 cm−1,
B ∼ 123.9–120.7 cm−1, C ∼ 140.9–139.5 cm−1, and
D ∼ 165–175 cm−1. The A and C bands are attributed to the
ETO modes of crystalline Te–Te chain. Band B is attributed
to A1 mode of crystalline Te–Te chain [32]. The ordered
chains (Ten) of c−Te are recognized to have analogous phonon
frequencies at 123 and 143 cm−1.

Band A features chains of Te which are distorted and can be
either phase separated by photo-induced bond cleavage or can
be attached at the end of each chain of structural elements
existing in the glass. Band D can be expected from the
stretching mode localized in edge-sharing tetrahedral SiTe4/2

units [32]. Band D is the least intense among all. Shift in band
A and D does not show much regularity. Band B and C exhibit
a significant blue shift over composition, in a regular manner.
Within the composition range Si15Te84Cu1 and Si15Te75Cu10,
band B shifts from 123.95 to 120.69 cm−1. The peak intensity
remains almost same, within error, for all samples.

Fig. 10. Thickness dependence of threshold voltage of representative
Si15Te80Cu5 and Si15Te76Cu9 glasses.

Within the composition range Si15Te84Cu1 and
Si15Te75Cu10, band C shifts from 140.89 to 139.53 cm−1.
The peak intensity increases significantly with the inclusion
of Cu. This blue shift with increasing Cu content in the
sample suggests: 1) frequency of phonons interacting with the
incident photon is increased; 2) tensile strain in the material
lattice is increased; and 3) phonon in the material gains more
energy from photons [33]. The blue shift can be anticipated
to occur at RPT. The gradual addition of Cu atoms in the
range of composition causes cleavage of Ten chains which
in turn blue-shifts the optical-absorption edge and leaving a
bulk glass rich in Si inside which prevails metastable clusters
of SiTe4/2 units tetrahedral in shape [32].

It is worthy to mention here that, in this work, Raman is
performed on as-prepared bulk glassy samples; these samples
are neither switched nor annealed. The main purpose to per-
form Raman on as-prepared samples is to identify the signature
of RPT. This does not involve crystalline phase formation
but a distribution of atomic coordination, which in turn,
modifies the mechanical, optical, and electrical behavior of
these types of glasses. Thus, by performing Raman the samples
are being classified, but how the electric pulse (switching) or
temperature (annealing)-induced crystallization takes place in
the microstructure of these glasses is not investigated.

F. Thickness Dependence of Threshold Voltage

The VT of glassy samples manifesting MS is seen to exhibit
proportionality to t or t1/2, where t denotes the corresponding
thickness of the glasses. Fig. 10 shows the trend of VT with
the increase in thickness for two representative Si15Te80Cu5

and Si15Te76Cu9 glasses.
Composition like Ge–Te–Al [34] and Ge18Te82−x Bix (1

≤ x ≤ 4) [35] exhibits a linear dependence of VT against t
whereas Ge–As–Te [12] is found to exhibit t1/2 relation with
thickness. The representative Si15Te80Cu5 and Si15Te76Cu9 is
found to manifest a linear variation of VT with t .

IV. CONCLUSION

The chalcogenide glasses prepared by the melt quenching
technique have been found to exhibit MS behavior followed
by the manifestation of same type of behavior in amorphous
thin films which are designed in sandwich geometry. The
threshold voltages of thin films are found to be much lower
than the bulk counterparts and hence could be suitable for
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PCM applications. Both the bulk and thin films have been
seen to display IP in the composition range 2 ≤ x ≤ 6.
Amorphous thin films do not show one to one correspondence
of percolation effect when compared with bulk, and the
various factors responsible for such behavior are assumed
to be high field conductions, methods of deposition of thin
films, difference of electrode materials in bulk and thin films.
Electrical switching operation conducted at the edge of bulk
samples has shown the exhibition of MS behavior and also
the formation of channel-like structure, which has helped to
correlate the phenomena associated with the switching effect
in Si15Te85−x Cux (1 ≤ x ≤ 10) glasses. Set–Reset operation
on a representative bulk samples of 0.3 mm thickness using
a triangular pulse of 6 mA for Set and a rectangular pulse
of 12 mA for Reset have shown a manifestation of 5–10
Set–Reset cycles repeatedly. Raman studies performed on the
glassy samples have shown an exhibition of significant blue
shift by Band B and C. The blue shift is exhibited by the
glass at RPT. Linear variation of VT with thickness is evident
in these glasses.
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Abstract: Classification of warhead and decoys is one of the challenging processing 
ballistic missile defense system, proper classification of target from the decoys 
determines the anti-ballistic missile is successful or not. Deep learning is the new 
technique used for classification of radar target. Convolution neural network as a deep 
learning technique used to classify the target in the pool of decoys. Classification results 
suggests that the deep learning technique is efficient and assist in swift decision making 
in tactical environment  
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Many countries have spent significant resources to countermeasure research and 
development in order to condense the efficacy of defense mechanism of Ballistic 
Missile systems. [1]. Using decoys in large number, or fake targets, to 
ambiguous defense systems is one of the most prevalent tactics. Various decoy 
tactics, such as replica decoys, signature diversity decoys, and anti-simulation 
decoys, are currently accessible [2].  Because the weight of payload determines 
missile's warhead size and range, lightweight decoys are a very interesting 
choice in contrast to exo-atmospheric defenses. As a result, missiles can carry 
lightweight decoys in larger number without compromising the maximum range 
of the payload. [1]. Long-range BM travel on sub-orbital trajectories, and their 
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ranges are primarily determined by the height attained with the use of one or 
more boosters. In exo-atmospheric in which mid-course phase of a BM flight 
occurs is the longest part of the journey.  Since warhead and decoys travel on 
comparable trajectories due to same physics a large number of decoys are 
deployed in midcourse phase. [3] Missiles can release accompanying debris and 
hardware, such as missile launch boosters, which can cause further radar 
interference. Since anti-ballistic missile systems are equipped with few number 
of interceptors,  In the absence of accurate target identification,  it is challenging 
for anti ballistic missile system to avoid the warhead from reaching its intended 
target .The classification challenge of Targets , which involves recognizing the 
warhead among a larger number of decoys and debris, is critical. So the need of 
the hour is to have the desired classification algorithm with high efficiency, low 
computational complexity and swift decision times for ground based and sea-
based defense station.  Furthermore, once the target has been classified and 
located, the seeker on the interceptor must regulate the target location on the Re-
entry Vehicle (RV) for successful lethal guidance and control during the 
engagement [4]. It is crucial to highlight that decoy can have a significant impact 
on the efficiency of a defense system in two ways.  

If a decoy is mistakenly categorized as a warhead (false alarm), the defense may 
run out of interceptor ammo too soon. Misclassification (leakage) of a weapon, 
on the other hand, may result in its destruction. 

The ability to categorize between warheads and decoys is an issue that has 
received a lot of attention in the literature, thanks to the established target 
credentials system based on the different micro-motions exhibited by Ballistic 
targets. The stability of warheads is maintained normally to ensure that they 
organize their intended ballistic trajectories, while also displaying precession 
and nutation motion due to the gravitational impact of the Earth [4]. On the other 
hand, due to lack of spinning engine and also due to gravity decoys flip when 
launched by missiles [5][6].  In order to obtain the target’s micromotion, 
Doppler and range analysis of the radar signals are used. V. Chen initially 
characterized the phenomenon in the Doppler domain in [7], and it is now 
known as the micro-Doppler effect.  Neural network algorithms are extensively 
used for classification, in [4] Convolution Neural Network (CNN) for 
classifying aircraft target using LeNet was presented and compared with SVM. 
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The author[5] describes the classification of target using recurrent neural 
network (RNN). 

The paper is organized as follows: Section II. Radar cross section concept is 
described, Section III: describes CNN for classification of target, Section IV 
presents simulated results, finally conclusion is drawn in section V. 

 

Section II:  

Radar Cross Section 

The radar cross section (RCS) of a target is the area that the radar signal 
intercept. Mathematically, it is written as: 

𝜎 = lim
→

4𝜋
| |

| |
𝑅        (1) 

Where: R=Distance travelled by the radar signal to target 

  Es=Electric field strength scattered at target  

 Ei=Incident electric field strength at target 

RCS of cylinder and cone: 

The aspect angle, wavelength of operation and polarization are few parameters 
determines RCS of a target . When the   dimension of the target exceeds the 
wavelength, the RCS of a conducting plate is approximated by 𝜎. 

The product is given by: 

𝜎 = 𝐺 . 𝐴𝑝 = .Ap=           (2) 

The approximate formula for the RCS of simple cylinder and cone is given by: 

Cone RCS: 

𝜎 =
𝜆

16𝜋
𝑡𝑎𝑛 𝜃; 
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𝑤ℎ𝑒𝑟𝑒 𝜃𝑐𝑜𝑛𝑒 ℎ𝑎𝑙𝑓 𝑎𝑛𝑔𝑙𝑒                                           (3) 

Cylinder RCS: 

𝜎 =
 
 where   a: Radius;  L:Length     (4)

                                         

 

Section III: Convolution Neural Network 

CNN consists of large number of layers with various parameters that are 
adjusted as per design requirement. CNN is a deep learning model which is fully 
connected, layered structure, possessing non-linearity and pooling feature and 
has many degrees of repetitions inside the model. CNN comprises various 
architecture models such as AlexNet, Inception, Xception, SqueezeNet, 
MobileNet etc. Training of CNN could be a challenging with 

 

 

Fig 1: SqueezNet framework. 

respect to time as well as resources required. So to solve this problem, we have 
used transfer learning with fine tuning technique through pre-trained 
SqueezeNet model for classification of shape of target. 

Different activation functions could be used within non-linearity layer like 
ReLU, tanh and sigmoid. Here, ReLU has been employed after each 
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convolutional layer to boost the performance (Krizhevsky, A., 2012).In this 
work we have chosen SqueezeNet model to train for RCS return target 
classification which results in less computational time. 

SqueezeNet CNN Architecture which is designed to classify images, therefore 
radar returns are converted into images by using time -frequency representation. 
In order to utilize the squeeze net, we transform the radar return time series 
results   into image  

using wavelet transform. Wavel et transform captures the slowly varying signal 
structure and enhance the performance of the classifier. Then converted images 
are fed to squeezeNet’s input layer and we control Squeeze Net to classify the 
resulting images. 

 Section IV: Simulation results: 

In our work we created RCS synthesized data for cylinder and cone to train the 
learning algorithms. For cylinder with radius 1m and height of 10m with 
operating frequency of radar is 850MHz is considered. For cone synthesized 
data is generated similar to cylinder. In order to generate the training set, 
synthesized data is repeated for 5 times and randomly selected cylinder radii. 
By varying incident angle 10 motion profiles followed by 10 sinusoid curve 
around boresight are randomly generated to create training data set. Each motion 
profile consists of 701-by -50 samples. The process is repeated to generate 701 
-by 100 matrix of training data set. For testing 25 profiles of each target profiles 
are used.  The training has been performed on GPU. Its immediate result and 
entire training process is exhibited in the table 1. The figure 2 shows RCS of a 
cylinder-shaped target with dimension one meter radius, ten meter height with 
operating frequency of the radar is 850 MHz. Figure 3 shows radar return for 
one of the motion profiles of target. The plots shows variation the RCS values 
over time for both the incident azimuth angles and the target returns.     Table 1 
exhibits the training accuracy and training loss. From table 1, we observe that 
loss is decreased and accuracy increased. 
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Fig2: Radar return of Cylinder. 

 

Table 1: Result of accuracy and loss at every epoch with 
learning rate 1.0e-04. 

Epoch Iteration Accuracy(in %) Loss 
1 1 60 2.6639 
5 50 100 0.0001 
10 100 100 0.0002 
15 150 100 2.2264e-05 
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Fig 3: Shows radar return for one motion profile of cone and cylinder target 

 

The fig 4: Shows the confusion matrix of test samples for proposed radar target 
classification model using the CNN/Squeeze Net 
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The figure 4 shows the confusion matrix of test samples for proposed radar 
target classification model using the CNN/Squeeze Net. All the classes 
contribute the best recognition accuracies i.e 100%. 

Section V: Conclusion 
In this paper, we synthesized the radar returns data for cylinder and cone shaped 
target. On synthesized data we perform classification of target using CNN. As 
the epoch increase the accuracy increases and  

 

loss decreases. The results are obtained by propagating radar RCS through 
wavelet transform to convert into one dimensional time frequency 
representation and fed to SqueezeNet to classify the target. This work can be 
extended to accommodate real radar returns. 
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ABSTRACT:Accidental falls have been one of the most serious issues concerned with the elderly and an 

important research area in the life signs domain. The injuries can have a serious effect on their lives. 

Furthermore, if the elderly remain lying down for a long period post-fall, then there is a chance of suffering 

from serious complications which increases. Such complications should be avoided beforehand. Thus, in the 

field of life signs, it is important to achieve a methodology to study fall detection and prevent it. This paper 

reviews the work as to how to detect movement of the human beings which causes a change in radar signals and 

then produce corresponding Doppler signatures. These Doppler estimations acquired are utilized to recognize 

the diverse human movement utilizingmicro-Dopplersignal. Themeasurements which are obtained will yield the 

results of the various human motions at different ranges and simulate thesame. 

 

KEYWORDS:Doppler estimation, fall detection, Life signs, micro-Doppler signals. radar echo 

signal. 

1. INTRODUCTION: 
Maturing is an incredible association which fuses natural and mental changes. India which is viewed as the 

second-most populous country on earth and has seen a gigantic extension in the number of people in senior age 

and it has been projected that it would rise to around 324 million by 2050. The quantity of people over the age of 

60 years is quickly developing, particularly in a crowded nation like India. The significant worry with this age 

gathering of individuals is the unplanned falls which happen offers ascend to various direct wounds which may 

cause hurt as of now or sooner rather than later. Following the fall which happens clinical mediation ought to be 

followed up to decrease the drawn-out results. Albeit many fall discovery calculations and gadgets have been 

presented, it is in its beginning phaseof improvement, it conveys extraordinary potential to be one of the main 

advancements sooner rather thanlater. 

2. EXISTINGFALL DETECTIONTECHNIQUES: 

2.1 Micro-Dopplersignature 

Four key highlights removed from the micro-Doppler signature short-time Fourier transform analysis change the 

investigation coming about that include vectors which are utilized as individual, pairs, trios and all 

togetherbeforecontributing to various sorts of classifiers dependent on the discriminant examination strategy. The 
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presentation of various classifiers and distinctive element combinations examined targeting distinguishing the 

most fitting highlights for the unarmed against equippedpersonnel grouping, just as the advantage of joining 

multi static information as opposed to utilizing monostatic information as itwere [1]. 

2.2 Linear Predictive Coding(LPC):Linear predictive coding is one of the methodswhich is used 

widely in the areaof signal source modeling in signal processing. LPC is put forward to bring out the features of 

Micro Doppler that are the combination of different frequencies. This method not only represses the time frame 

that is essential to capture the Doppler signatures of human motion but also retrench computing time for 

extracting its features for real-time processing. Some of the human activities like running, boxing, bending, 

walking, crawling, sitting, and more, are the data extracted from 12 humans performing different activities using 

Doppler radar. A supporting machine is trained using these outputs of LPC to classify the activities. Extraction 

of the Micro Doppler signatures includes the effect of several LPC coefficients, size of sliding time window, and 

decision time framewindow [2]. 

2.3 Convolutional NeuralNetwork: 
To build up a fall identification framework, two significant issues must be addressed the first is a classification 

of exercises and the other is analyzing the attributes of a fall addressed by a consecutive change in the present. 

Based on these two clues along with speed fall event can be identified the block of input frames represent input 

images and label block contains information about the pose representing a different type of activitiesand the 

block of subtraction extracts human silhouette.The block of the convolutional neural network takes input as the 

result occurring from the background and their corresponding label.An event of fall can be considered as series 

of change of poses and therefore recognition of all these poses in consecutive frames which indicates that the 

fall event might have occurred within those frames.With the help of background subtraction detection of human 

silhouette can be done, the mean values of pixels of both RGB and Depth images are used as a threshold [3]. 

2.4 Wireless Sensor Network: 

It is a planned and actualized care framework that can recognize and confine the fall of a human. It is 

coordinated into existing low-tech homes, to empower Ambient Assisted Living conditions, where programming 

and equipment gadgets endeavor to encourage a protected and proactive autonomous living. The proposed 

framework design is comprised of a versatile gadget like a cell phone or a tablet, Zigbee, and an end-client cell 

phone. The versatile gadget consequently identifies the fall of a subject and sends an alarm message to the 

nursing place through the Zigbee passageway. The proposed framework accomplished a normal fall 

identification precision of 99.9%. Moreover, the framework could decide the area of the fall occurrence 

dependent on the triangulation strategy to help clinical staff locate the patient rapidly. The proposed framework 

was effective as far as fall precision and force utilization, as the framework could turn out ceaselessly for a 

multi-month without the requirement for a battery change and could send fall and area data overmultiple times 

[4].Table 1 list the key focus in pioneering papers. 

 

 

 

 



Design Engineering 
 

ISSN: 0011-9342 
Issue: 5 | Pages: 1143 - 1147 

 

 

[1145] 

Table 1: Key Results of Pioneering 

 

 
 

Figure 1: Data processing mechanism 

S l no METHOD AUTHOR TECHNIQUE ADOPTED ADVANTAG E DISADVANTA GE 

1 Micro-Doppler 
signature 

Raja syamsul, 
Azmirraja 
Abdullah,AsemAhma
d 
Salah,AduwatiSali,Al
iAlnaeb 

Discriminantanalysis 
method 

100% 
accuracy achieved 
when ST-FT 
features  are 
extracted and 
implemented 

Complex installations 

2 Linear
 Predictive
Coding 

Rios Jesus Javier and 
Youngwoo kKim 

Linear predictive Coding 
for features extraction of 
Micro Doppler 

The classification 
results are 
over 85% 
accurate 

Interference on this 
method is more 

3 Convolutional Neural 
Network: 

Kripesh Adhikari, 
Hamid Bouchachia 
, Hammadi Nait - 
Charif 

CNN trained with 
background subtracted 
RGBD 

74% overall 
accuracy was 
accomplished. 

System should have
 been 
generic. 

4 Wireless Sensor 
Network 

V.Sreenithi Nithya 
Selvabala 
, A.BalajiGanesh 

Wireless network 
architectures; PIC18 
LF4620 wireless module 

Precision up to 
99.9% 

Replacement cost is 
high 
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3. BLOCK DIAGRAM 
The block diagram implementation of data processing for fall detection is described below. The trial information 

is first changed to a fitting area, trailed by a prescreening step which decides if a significant occasion may have 

happened and, provided that this is true, its time area. When an occasion is identified by the pre screener, an 

arrangement interaction is started to recognize whether such an occasion is a fall or a non-fall. 

3.1 Experimental data 
The initial stage is the collection of theavailable data set to improve the arrangementexecution. 

3.1 Feature extractionmethod 

To separate the highlights from the exploratory information it tends to be done in different space for example 

range area, stage space or Doppler space. On account of miniature Doppler data, an appropriatetime-recurrence 

change, like Short Time Fourier Transform (STFT), is applied totheinformation before the element extraction 

step to get the Time-Doppler example of the development of the objective. 

3.2 Pre-screening 
The element extraction step can bejoined with a pre-screening step to at select the information which can be 

utilized else dispose of the undesirable information. 

4. Conclusion 

In this review we give a holistic point of view on fall detection systems that includes data collection, data 

management, feature extraction method. In particular we compare methods that rely on individual sensors and 

micro doppler radar signatures the survey provides a description of the different method on fall detection and it 

is aimed to give a comprehensive understanding of working principles and techniques, that concern fall 

detection systems. Sensor fusion seems to be the way forward.It provides more robust solutions in fall detection 

systems but come with higher computational costs when compared to those that rely on individual sensors. The 

challenge is therefore to mitigate the computational costs. Using micro doppler signatures method for fall 

detection using discriminate analysis technique 100% accuracy can be achived. In this paper focus is on the 

detection of elderly falls since it is one of the many factors of autonomous health monitoring  

systems. While the focus here was on elderly people, the same or similar systems can be applicable to people 

with mobility problems. 
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Abstract 

 

Communication can be broadly classified as analog and digital. These two types only deal with 

terrestrial networks. But, when we want communication to be achieved with very high 

efficiency it is very much essential to deal with satellites. Satellite Communication is becoming 

more advantageous day by day. Almost in all the areas, the importance of satellite 

communication is being recognized. The role of satellite communication in the disaster 

management has played an important role these days. This has gained very high popularity 

because of the failure or delay of the organization to detect the disaster at the right time. 

Satellite communication is generally useful for information gathering during the disaster [1]. 

Helicopters are used in the satellite communication technology and this technique is called as 

Helicopter Satellite Communication System (HSCS). There are few technical issues existing in 

this system too. Thus to overcome these issues and make it more efficient many schemes have 

been implemented. One such scheme is hybrid modulation with Automatic Frequency Control 

(AFC). [2] 

 
1. Introduction 

 
Communication is the most important part of our daily life. Not only owing to one’s life, 

communication also  plays a major role when it comes to avionics. Avionics is the science which 
deals with aircrafts and rotorcrafts. Helicopter is the most important rotorcraft which is used in 
Indian Army, Navy and Air force. Hence communication is very much important between the 
crew members of the helicopter as well as the pilots of other helicopters. Thus to facilitate such 
communication, Analog Communication System was introduced Analog Intercommunication 
System provides the direct mode of communication. The problems associated with the analog 
system are, deformation and the loss appearing in the signal and the proper control over the 
audio, that is, its volume and frequencies were not taken care of. Thus to overcome these 
problems, Digital Intercommunication System was introduced. Digital intercommunication 
system provides reliability and resistance against tightly packed voice signals. It also provides 
the communication of data from air to air, air to ground and ground to air using high frequency 
technologies such as Very High Frequency and Ultra High Frequency. The foremost aim of the 
Digital Intercommunication System is providing two way communication amidst the crew 
members (pilot and co-pilot) in the flight or helicopter (any aircraft or rotorcraft). In addition to 
this, the system has the provision to communicate the signals to the crew members at the ground 
station using a jack externally during the sustentation operations at any time necessary. This 
system is a chief control for all the communication equipment established on the Advanced Light 
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Helicopter. The Digital Intercom System connects itself with the various radio channels, 
warnings and other types of audio outputs. This system also provides the provision to 
communicate with the pilot and co-pilot of the same or different helicopters, and also with the 
Air Traffic Controller (ATC). [3] There were some of the problems associated with Digital 
Communication Systems too. Thus replacement of this old technology communication with 
Helicopter Satellite Communication is done in the recent years. Helicopter Satellite 
Communication plays a vital role in today’s world because; helicopters are not just limited to one 

specific application. The Helicopters are used over a large area covering a wide range. They are 
used to acquire the information and broadcast the same in the cases of incidents such as disasters 
which take place over a large scale and also in the case of other emergencies. According to the 
present day scenario, the repeater stations are widely used to transfer the information such as 
video clippings and the photographs captured by the helicopter. Capturing of the videos using the 
helicopter is one of the best methods to obtain on scene information for relief and the 
management of disaster. [4. 

There are few technical issues in this system. Many solutions are being provided to 
overcome these issues and declare the Helicopter Satellite Communication System (HSCS) as 
the best technique to provide communication using Helicopters. 
 

2.   Predicaments Associated With The Digital Communication System 
 
The high requirement of bandwidth is the major problem in these systems. The proportion or the 
amount of information which can be transmitted per unit time depends on the bandwidth of the 
media usually used in the respective transmission. The analog systems have less requirement of 
bandwidth when compared to the digital systems. This is because, the digital signals, for 
example, the square pulse, delta function and many other digital signals, have many rising and 
falling pulses. These pulses have a lot of variation in their voltages within a very small amount of 
time. Thus we can say that, almost within a very few milliseconds, there will be a huge variation 
in its voltage. Because of this reason, these signals have very high frequency during their rise and 
fall. As the frequency increases, bandwidth also increases. Thus they occupy very large 
bandwidth. High power consumption is also a major issue in digital systems. The digital circuits 
consume a lot of power. This can be proved by the power dissipation in integrated circuits that is, 
in digital VLSI (Very Large Scale Integration). With regard to the integrated circuits, three major 
causes for the large power utilization are given by- utilization of the power dynamically, 
utilization of the power statically and utilization of the power in the short circuit. Improvement 
or rise in the power density and fall in the hardware measurements of the transistor are the stamp 
of authentication of the present day computer chips. Both of these technologies are increasing the 
thermal conductivity management challenge inside the chip and the package surrounding it. Both 
of these technologies are increasing the thermal conductivity management challenge inside the 
chip and the package surrounding it, as well as escalating research related progress on the 
materials which possess very high conductivity. The management of the thermal conductivity is 
largely acknowledged as an important characteristic of the computer design, due to which, the 
temperature significantly affects the performance of the device. Adding on to this, the lifetime of 
the device can be reduced extremely because of the excess thermal stresses which take place at 
the interfaces. [5]. Hardware complexity in the digital systems is another hurdle for the 
communication. The logic gates serve as an important factor in the designing of a digital circuit. 
These circuits put together manifest a digital system. The major problem while designing any 
kind of digital circuit is the hardware complexity of that circuit. When the concept of 
conventional gate logic is adopted in the design of the digital circuit, then the utilization of more 
number of components is the major challenge which it has to face. Thus these systems have more 
complex circuitry and require a sophisticated device making. [6]. The digital systems can be 
easily broken or damaged, that is, even if a small amount of digital data is unable to be recovered 
or if it is not interpreted exactly, the meaning of the large amount of data can change completely. 

 
3. Role of Satellite Communication For Disaster Management 
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Whenever the earthbound communication resources are inadequate it means that there is a huge 
damage caused to the infrastructure or it can also be due to the enormous traffic. Hence we 
cannot depend entirely on the earthbound or the terrestrial communications for the disaster 
management operations. And it is also essential that for the disaster management operations the 
communication should be very flexible and reliable as it is the part of emergency 
communications. Thus everyone who desires to have such type of communications is able to 
experience perfect working of the communication system every time and everywhere under any 
circumstances. Furthermore, the broadband communications have been playing an important role 
in increasing the communications during the emergencies. By considering the radio links as a 
basis, the systems which are based on the satellites have a lot of benefits which include 
reliability, availability, robustness, quickness, deploy ability and accessibility from any location. 
The Satellite Communication System is a core network which is used for disaster management 
and its recovery which includes the topology of the satellite network, configuration of service 
and also for the technical applications. The communication provides the favorable path for 
managing the critical situations such as occurrence of the disaster and also helps to provide relief 
during these emergency situations. [7] 
 

4. The Satellite Communication System Employing Helicopters 
 

5. How Exactly The System Looks Like? 
 
The continuous prevention of the radio waves being reached to the destination in the Helicopter 
and Satellite Communication is mainly due to the blades of the Helicopter. These helicopter 
blades intervene or interrupt the helicopter directly by communicating with the satellite in order 
to check whether the antenna is situated right under the blade of the helicopter. The time break is 
about 6.93 milliseconds and the amount of interception taking place is for 39.1 milliseconds. By 
picturing the case of the helicopter transmission, the system which usually transmits at the exact 
time of the blade has to be designed and this is considered to be an alternative to solve this 
complicated issue. [4] 

 
6. The Designing Requirements For Helicopter Satellite Communication System  

 
While designing the system based on Satellite Communication and Helicopter, the most 
important conditions to be followed were; 1. The system which has to be designed must be very 
small in size; 2. The system to be designed should not be bulky and heavy, instead light weight is 
preferred; 3. A very effective link must be established between a helicopter and the satellite for 
the communication to take place, and it should be irrespective of the helicopter direction; 4. The 
power due to transmission should not harm the pilot, co-pilot and other crew members; 5. The 
transmitting power should be maintained such that it should not prevent the radio waves reaching 
the destination due to the blockages in the rotor blade; 6. The video capturing objectives must be 
based on the positioning function. [4]  

 
7. Technical Issues Ceasing To Implement The System 

 
• Avoidance of the shadowing due to rotor blades;  
• Satellite tracking;  
• Polarization tracking;  
• Avoidance of interference with other satellites [1] 

 
 
 

 
8. Helicopter Videoing 
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The technique of capturing the video using helicopter is the most popular method to obtain the 
information for emergency communications such as disaster management. A new system has 
been developed which captures the information related to the disaster and immediately accounts 
for the transmission of this information. Such a system is called as Ku band utilization in the 
satellite communication with helicopter. As we have already discussed about the major issue in 
such type of communications, that is, interruption due to rotor blades of the helicopter, there are 
techniques proposed to overcome these drawbacks. These techniques are called as time diversity 
transmission technique which is applicable in the forward link, and the other technique namely 
blade synchronized transmission technique which can be applied at the return link. The 
estimation of the position is also implemented for on scene videoing pictures. [8] 

 
9. Techniques To Improve The Efficiency of Hscs 

 
In this system, there exists two major issues and they have to addressed properly; 1. Rotor blades 
of the helicopter is the major part which is leading to the blockage of the received signal; 2. The 
Doppler Shift in the system which accounts for the fluctuation of the carrier frequency. New 
techniques have been proposed to overcome these two drawbacks. There were many other 
techniques which were implemented to overcome these issues; but they were inefficient. The 
continuous blockage of the signal received can be cancelled by using a hybrid modulation 
scheme with Automatic Frequency Control (AFC). This technique is better when compared to 
the use of former diversity technique based on time, as this increases the amount of data 
transmitted per unit time; whereas AFC transmits the original amount of data per unit time. [2]. 
Most of the communications in the helicopter are handled by a radio which operates in very high 
frequency range and it has the limits such as its coverage area and the range at which it can 
operate. As the amount of area occupied by the relay station which is established on the ground 
is only around 40km (radius), there is a huge requirement for many numbers of such stations to 
be established. If we consider an idea of establishing relay stations, it doesn’t work out in the 

areas covered completely with mountains or sea. Thus to overcome all these geographical 
limitations, the satellite itself is made as a relay station in this system. Whenever the helicopter is 
outside the terrestrial frequency range, the pilot operations must be undertaken with a very high 
efficiency because even it includes the satellite communication with the Air Traffic Controller. 
[2]  This system which is based on Satellite and Helicopter comprises of the two 
important stations; one at the ground and one at the helicopter. Communication between the two 
stations is considered to be bidirectionaland it can be achieved using a transponder. The 
transmission link is established between these two stations, that is forward and reverse link. The 
location of the Antenna should be such that it should not interfere with the rotor blades of the 
helicopter. It would be considered the best way if it is situated at the tail of the helicopter. Some 
of the experiments have proven that, as the antenna is located at a large distance from the main 
rotor blades, then the amount of interruption of signal with the blades would be avoided. [2]
 Establishing a system which communicates using the satellite technology with a helicopter is 
a tedious task, because the rotor blades of the helicopter is the major obstruction in such systems, 
as this leads to the Doppler shift. Thus because of these major impairments, many applications 
such as Global Positioning System, degradation in the performance of bit error rate and the 
discontinuity in the received signal over the recovered carrier. [2] 

 
10. Results And Discussions 

 
The transmission from the helicopter can automatically stop when 1. The tracking error angle 
becomes large 2. The receiving level becomes below the limited value 3. The posture of the 
helicopter inclines beyond the anticipation 4. The onboard equipment fails. The final flight test 
included the following ventures. 

 
• Verification of the satellite tracking performance  
• Measurement of the communication quality  
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• Operation check of transmission protection  
• Picture transmission and position fixing. [1] 

 
The parameters of simulation in order to calculate BER is given below: 
 
 

 
 
Figure1.  Diagram showcasing how exactly the communication takes place by adopting the 
 Principles of satellite communication in the Helicopter 
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Figure 2  Phase symbol before and after AFC 
 

 
Figure 3 BER behavior for different schemes 
 
Table I .
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11. CONCLUSION 

 
The difficulties in analog as well as digital communication systems led to the development of 
new technology in communication era which is called as Helicopter Satellite Communication 
System (HSCS). Thus the helicopter satellite system was developed successfully and it was also 
demonstrated for the first time. The key technologies of the HSCS for disaster control operations 
were experimentally demonstrated. The developed HSCS system provides a real time 
information collection and transmission directly via a satellite. Research and Development 
aiming at small-size, light-weight and wide-band HSCS is proceeding. Continuous research and 
development collaborated with disaster management bodies will be carried out. [1] This paper 
concludes that the Helicopter Satellite Communication system is one of the best ways to realize 
communication. A novel modulation scheme based on hybrid techniques for the accurate 
cancellation of the periodic or continuous blockage in Helicopter Satellite Communication 
System is implemented instead of conventional time diversity scheme. The proposed AFC 
scheme incorporates adaptive modulation in an efficient way. The traditional time diversity 
scheme increases the transmission bit rate to reduce errors, but in the novel AFC scheme, similar 
type of signal is made to transmit just by changing the number of time slots. [2] 
 
REFERENCES 
 

[1] WataruChujo, “Helicopter Satellite Communication System for Disaster Control Operations”, 

Kashima Space Research Centre, National Institute of Information and Communications 
Technology, 893-1, Hirai, Kashima, Ibaraki 314-8501, Japan. 

[2] Emad. A. Elaty, Sami A El-Doli, Mohammed Abd-Elnaby, Fathi E Abd El-Samie, “An Adaptive 
Modulation Scheme in Helicoper-Satellite Communication”, The Mediterranean Journal of 

Electronics and Communications, Vol.9, No.3, September 2013. 
[3] DankanGowda, MahaveerPenna, SatyasrikanthPalle, SaiPriya K A and Chaithra K N, “Digital 

Intercommunication System in Advanced Light Helicopter”, IEEE, Advances in Computational 

Sciences and Technology, ISSN 0973-6107 Volume 10, Number 5, pp. 699-708, Research India 
Publications, 2017 

[4] Masaki Satoh et al, Huan-Bang Li, Yoshiyuki Fujino, HiromtsuWakana, Amane Miura, Yutaka 
Ozaki, Hiroyuki Satou, Eiji Watanabe, Manabu Sawa, “Helicopter-Satellite Communication 
System Developed for Transmission of Disaster and Emergency Information”, Communication 

Research Laboratory, American Institute of Aeronautics and Astronautics, Inc.,  AIAA-2003-
2319, 2003. 

[5] Patrick K. Schelling, Li Shi and Kenneth E. Goodson, “Managing heat for Electronics”, 

Materialstoday, June 2005. 
[6] Muhammad Khalid, ShubhankarMajumdar and Mohammad JawaidSiddiqui, “Reduction of 

Hardware Complexity of Digital Circuits by Threshold Logic Gates Using RTDs”, Information 

and Communication Technology for Intelligent Systems, Smart Innovation, Systems and 
Technologies 106. 

[7] Yang-Min Lee, Bon-lun Ku and Do-SeabAhn, “A Satellite Core Network System for Emergency 
Management and Disaster Recovery”, ICT Standardization program of MKE (The Ministry of 

Knowledge Economy) [20l0-Pl-02, Standardization on PPDR communication for next 
generation], IEEE, 2010. 

[8] Huan-Bang Li, Masaki Sato, Amane Miura, Shinichi Taira, and HiromitsuWakana, “Ku-band 
Helicopter Satellite Communications for on scene disaster information transmission”, National 

Lnstitute of Information and Communications Technology 893- 1 Hirai, Kashima-shi, Ibarah 3 
14-8501 Japan, 0-7803-8523-3/04/$20.0, IEEE, 2004. 
 



Noise Identification and Removal Technique for Precise Lung 

Cancer Cell Detection using Active Contour Model 
 

Shilpa Hiremath(1), Dr. A Shobha Rani(2) 

BMS Institute of Technology and Management, Bangalore 

 

Abstract 

 Image processing is a domain where a lot of research is required, as each other field is 

associated with image processing directly or indirectly. In our work we considered the medical field, 

where segmentation of an image is required to extract the information from the given image and 

illustrate anatomical structures based on the feature of the image known prior to us or based on the 

expert knowledge. The input image that we consider is the noisy medical image which is applied to 

various filtering techniques to remove the noise present in an image, after recognizing the nature of 

noise present in an image.  Edge detection technique is applied for the filtered image to obtain the better 

results. Finally edge segmentation is done to the output of the edge detected output, to identify the 

region of tumor. 

Keywords: Active Contour, Edge detection, Frost Filter, Image noise, Image Segmentation, Region 

Growing. 

 

1. INTRODUCTION 

         Medical imaging application plays an important role in the anatomical structures. Understanding 

the data from the medical image is a very tedious task due to the numerous features that an image has, 

which leads to the complication of segmentation hence image segmentation of a medical image is an 

inspiring work that a researcher can take up. Information content of an image can be better analyzed 

and read by the user by performing the segmentation of an image. Currently lot of work is going on in 

the medical image processing area namely in the computer tomography image, X-ray images, Magnetic 

Resonance Images and Position Emission Tomography images etc. [1]. 

 

            By performing the image segmentation technique on a medical image, we can obtain the regions 

of interest for visualization which is very necessary for the doctor to take any decision about the patient 

like for adjuvant therapy, planning for a surgery, model for teaching, prosthetic design, and various 

others [22] which can be seen in figure 1. 
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Figure 1: Need for Medical Image Segmentation 

            Segmentation of an image usually divides the entire image into its constituent components [35]. 

Image segmentation helps in extracting the selected object in each image hence Segmentation is usually 

followed by image representation and description and identifying the object in an image. 

              Before the part of segmentation methods, we apply image to filtering. In-order to retain all the 

fine details and edges of an image and to remove the noise we apply filtering technique. These 

techniques differ in their straightforward procedures applied to remove the noise or suppress the noise. 

Few techniques identify the noise and then apply the filtering technique and few others directly apply 

the filtering technique without considering the noise parameter.   

        

In our paper we are considering the noise factor, firstly we are recognizing the nature of noise, which 

is present in an image, the image we have considered here is a medical image and then a suitable 

smoothening technique is applied which is used to remove the noise from an image and then 

segmentation of this image is done which helps in medical image diagnosis. 

 

2. LITERATURE SURVEY 

 

Lot of work have been carried out in the field of medical image analysis [35]. Here we will provide 

brief survey on the work being carried out in this field by various researchers by considering 

thresholding and region growing value.  

 

(a) Thresholding: 

 

AbuBaker, A. A., Qahwaji, R. S., Aqel, M. J., & Saleh, M. H. [23] proposed two image segmentation 

technique upon considering threshold values by scanning each row in an image and making a small 

modification to this method to find the threshold value by averaging. 
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Ng, H. P., Huang, S., Ong, S. H., Foong, K. W. C., Goh, P. S., & Nowinski, W. L.  [24] considered the 

threshold value by studying the gradient magnitude image also by considering the histogram of the 

gradient magnitude map the automated threshold value is obtained. 

Kotropoulos, C., & Pitas, I.  [25] have well thought out the use of support vector machine to segment 

the image and find the region of interest (ROI). 

Khare, A., & Tiwary, U. S.  [26] proposed a method to denoise the medical image by considering the 

threshold value and proposed a method, where the threshold value can adapt to change in the value 

based on the mean, median and standard deviation of wavelet coefficients. 

 

(b) Region Growing: 

 

Haider, W., Sharif, M., & Raza, M. [28] worked with breast and lung cancer where they used edge 

detection and segmentation as morphology. The main aim of this work is to detect the tumor region. 

Siddique, I., Bajwa, I. S., Naveed, M. S., & Choudhary, M. A. [29] researchers worked on the brain 

images; they have considered the concept of region growing technique based on initial seed point 

concern.  

Oghli, M. G., Fallahi, A., & Pooyan, M.  [30] have considered the same factor as in [29] but proposed 

an automatic approach for region growing. The seed point is selected based on co-occurrence matrix. 

Deng, W., Xiao, W., Deng, H., & Liu, J. [31] have studied the variations happening near the edges and 

the gradient value. The method turns out to be very efficient near the edges as it helps in identifying the 

tumor region. 

Poonguzhali, S., & Ravindran, G. [32] have thought of the ultrasound images and developed a 

segmentation technique which is more efficient for speckle noise. 

The researchers in [33] Guan, H., Li, D. Y., Lin, J. L., & Wang, T. F.  have developed a method 

comprising of two methods namely region growing and region merging for ultrasound images. 

Pan, Z., & Lu, J. [34] used Baye’s concept for segmenting a medical image, the researchers developed 

a multistage approach which adjusted the parameter for region growing and improves the efficiency. 

 

3. METHODOLOGY 

 

Considering the original noisy medical image, the very first step is to apply the filtering technique 

depending upon the type of noise present in an image. In our work we have considered three types of 

noise i.e., impulsive noise, Gaussian noise, and multiplicative noise. If the noise present is impulsive 

then we use median filter to remove the impulsive noise, if the noise present is Gaussian then use 

Gaussian filter else, we apply frost filter to remove the multiplicative noise. The next step is to detect 

the edges of an image by performing the edge detection technique and for this edge detected output we 
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perform image segmentation using snake method. Figure 2 shows the flow chart of the steps performed 

to identify the lung cancer region in an image. 

  

Figure 2: Flow chart of computed tomography imaging segmentation and analysis of lung cancer 

 

4. NOISE IDENTIFICATION 
 

            Any unwanted information which is present in the image can be considered as image noise [27]. 

Image noise makes its presence in an image because of various reasons like atmospheric effects while 

capturing the image, it can be because of the sensor which is used to capture the image or even during 

the transmission of an image, noise can be added. Irrespective of the way the noise is being added, it is 

affecting the image and changing the pixel value or say intensity value. Hence identifying those pixel 

values which are changed because of this noise is very crucial in image processing. 

 

There are two methods which helps in analyzing the histogram of the image in a step-by-step way 

namely: The Peak detection method and valley extraction method. Once the analysis of histogram of 

the medical image is done then this is used in extracting the valleys which are used as threshold value 

for segmentation process. A distinctive histogram analysis is usually done in three stages: 

 

Stage 1: Identify the leading modes of the histogram. 

Stage 2:  The valleys among different modes is recognized. 

Stage 3: The identified threshold is applied to the medical image for segmentation. 
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For identification of the noise present in an image first we need to study the behavior of the noise i.e., 

the variation of the gray level values of the local homogeneous regions which are affecting the image. 

Depending upon the image size the pixel values considered for the local homogeneous region varies, 

approximately it must have at least 128 pixels.  

 

Here in our work, we have considered two step which are used to find the noise type which is affecting 

the medical image. 

 

Step 1: If impulsive noise is present in an image being considered then apply filtering technique to 

remove it, else if. 

Step 2: Additive noise is present apply filtering technique to remove additive noise or else apply 

filtering technique to remove the multiplicative noise. 

 

(a)  Detection of Impulsive Noise: 

An input image is said to be affected by impulsive noise if the ratio of the dynamic mean of a 

homogeneous region to that of the dynamic max of a homogeneous region is greater than the threshold 

value. 

(b)Detection of Additive or Multiplicative Noise: 

 An input image is said to be affected by additive noise if the gray level value of the homogeneous 

region is closer to the value of zero. Else it can be considered as a multiplicative noise is present in an 

image. 

 

4. IDEOLOGY OF MEDICAL IMAGE SMOOTHING 
 

          The process of removing the noise from an image to retain the original image by applying a 

suitable filtering technique is said to be as image smoothing. The noise can appear in an image because 

of various reasons, and it is because of numerous non-idealities which occur in an image process. We 

usually say noise is present if the intensity value or say the pixel value of an image is changed usually 

having the values near or equal to the minimum or maximum of the allowable dynamic luminance 

range. 

 

           Almost all applications which deal with images has to be noise free in order for getting the correct 

results and having a good performance. Hence, this acts as a primary step for any image processing task 

to be carry forwarded. However, this is a tedious task since removal of noisy pixel should not alter the 

original pixel of an image which may represent the edge of an image or texture of an image etc. [3]. 
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          The image under consideration is denoised in two stage, in first stage if the noise present in a 

medical image is identified as impulsive noise then a suitable filter is applied usually it is a median filter 

which is very good for removal of impulsive noise. And, in second stage if the noise present in a medical 

image is additive then a filter suitable for removal of additive noise is applied i.e Gaussian filter or if 

the noise present is multiplicative, the image is then applied to Frost filter to remove it [5]. 

 

(a)   Impulsive Noise Smoothing: 

For better image restoration we use median filtering which is basically a non-linear filter. This median 

filter replaces the center pixel by the new pixel value by considering rank order information and then 

considering the median value of the pixel within the window. This technique of filtering using median 

value uses a two-dimensional window which is applied to every pixel of the input image. 

 

(b) Additive Noise Smoothing: 

Gaussian filtering technique is used to remove the additive noise present in an image. This linear 

filtering technique removes the Gaussian noise present in an image by performing convolution method 

over the window. Digital images are usually represented in the form of a discrete value; hence the 

Gaussian window will also have a discrete approximation of the two-dimensional Gaussian function. 

The Gaussian expression can be represented as below: 

 

      (c) Multiplicative Noise Smoothing: 

Frost filtering technique is used to remove the multiplicative noise present in an image. The window is 

moved over the entire image to identify and remove the multiplicative noise. This filtering technique 

considers the window and substitutes the center pixel with a weighted sum of the pixel values. As the 

distance of the center pixel value increases the value of the weighting factors decrease [5]. 

 

5. IDEOLOGY OF MEDICAL IMAGE EDGE DETECTION 

 

Edge detection is defined as the process of detecting the edges in an image. Edges are usually having a 

sharp transition when compared to the other regions of an image which means that the pixel value of an 

edge varies very significantly from its neighboring pixel. The Edge detection technique helps in 

identifying the boundaries, sharp transitions, corners of an image and remove the smooth transitions 

which assists in understanding the image. Further processing of an image like image enhancement, 

registration, segmentation, or identification of an object in an image can be performed based on the 

results obtained from edge detection. Multidimensional filtering method can be used to perform edge 

detection. 

ISSN NO : 1869-9391

PAGE NO: 865

GIS SCIENCE JOURNAL

VOLUME 8, ISSUE 7, 2021



  M-Dimensional filtering method: 

A real image which has intrinsic geometrical constructions in particular the object boundaries or edges 

or corners of an object in an image are more highlighted for the visual information. Hence, performing 

a filtering technique to visualize these vital information of edges plays a very important step.  

 

A (discrete domain) filter can be characterized in two forms either by its impulse response which is 

denoted by h[n] or by transfer function denoted by H(z) = Z{h[n]}. This filtering technique performs 

the convolution operation on the input image and the impulse response and produces the resultant 

output. In the resultant output, each sample has the inner product with a translated copy of the flipped 

input signal and complex conjugated filter impulse response. That is, the output signal of the filtering 

operation is a linear combination of the impulse response h and its translated copies [7].  

 

6. IDEOLOGY OF MEDICAL IMAGE SEGMENTATION 

 

Image segmentation is defined as partitioning of an image into various sections. This is domain 

dependent where it considers the disjoint regions present in an image which are visually different, 

homogeneous, and meaningful in their pixel level or texture or some other characteristics and considers 

it to be as one group. The main objective is to streamline the depiction of an image into a more 

meaningful image and easy to analyze it. 

 

(a)  Region growing method: 

In region growing method the very first step is to select some start point popularly known as seed point. 

Seed point can be selected based on application or based on user criteria like considering some grey 

scale region and one pixel in that range as a seed point, color criteria or grey level texture etc. The 

region can grow starting from these seed points and further can extend to the adjacent points based on 

the criteria being selected. This process is continued till all the allocated pixels are compared using the 

difference between the intensity value of the pixel and the regions mean value. This factor is used to 

identify the similarity in the regions. If the difference value is small, then the threshold value under 

consideration then it is considered as the belonging to the same region else to the other region. This 

iterative process stops if the resultant value of the difference is larger than the threshold value being 

considered. 
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Before region growing 

Threshold < 3, image size = 8X8,  

red indicates seed point 

After region growing 

Threshold < 3, image size = 8X8, 

 red indicates seed point (i.e pixel value = 6); 

white region indicates one segment and gray 

indicates the other segment 

Figure 3: Region Growing Method 

 

(c) Split & merge image segmentation: 

 

In this technique, a threshold value is considered and based on this threshold we can decide which all 

regions in an image can be merged and considered as one segment or object. The entire image is split 

into blocks and then difference between the maximum and minimum pixel value in each block is 

calculated. This difference value is checked with the threshold value and if this value is below the 

threshold value then it is considered as the one region else further the block is spilt into smaller block 

and the process is repeated until no blocks can further be split.  Threshold value plays a very important 

role in this technique hence choosing the right value of threshold is very significant [8]. In the below 

figure the image is of size 8X8, considering the entire image as one segment the maximum value is 7 

and minimum value is 0 in this segment. The threshold value chosen is less than or equal to 3. Since 

the difference value is equal to 7 which is greater than threshold value hence the image is divided into 

four segments indicated by white region, green, yellow and gray region. Now, considering the grey 

region the max value is 7 and min value is 0 which gives the result of 7 which is more than the threshold 

value this leads to further splitting of the grey region which are indicated by different colored numbers 

and the process is repeated. Figure b shows the resultant image pixel values obtained by performing the 

split and merge segmentation. 
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3 2 1 0 1 1 0 2 
 

Threshold<=3 
 

 

Figure 4: Split and Merge Image Segmentation 
 

(C) Active contour (Snake) method: 
 
            Snake method is usually implemented after the edge detection technique, where all the local 

regions of the object are identified in the edge detection method later which snake method is 

implemented which reduces the energy function. This method is used in various applications where 

identification of an object in an image is required, there is a need to identify the shape of the object, or 

there is a need for stereo matching etc. This method is said to be as active method as this reduces the 

energy required and has dynamic behavior. This method leads to an arbitrary shape which is close to 

the object contour as much as possible. Basically, we can consider this energy functions as two 

components: potential component and internal deformation energy. 

a) If the contour which is aligned to the image edge is small, then its potential energy. 

b) If the contour which is smooth is small, then its internal deformation energy. 

The termination functional can be implemented with a gradient direction calculus in a slightly smoothed 

version of the image.  

An Active contour can be represented as v(s) = (x(s), y(s)) and its energy functional is represented as 

follows: 

 

Where E int represents the internal energy of the spline due to bending, E image represents the image forces 

and E ext represents the external constraint forces, a(s) and B(s) are the controlling spline energy values. 

Hence, the internal spline energy expression can be given as: 

 

The total energy of an image is given by the sum of weighted values of the functions of all the three 

energies. 

 

The advantageous factor of this model is that without extra processing, the object shape in an image is 

being identified in the piece-wise linear manner at the time of convergence. 
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7. RESULTS AND DISCUSSION 

 

The objects in an image which is of our interest and the boundaries of an image namely lines and curves 

can be identified by the image processing technique called image segmentation. The proposed algorithm 

is implemented using MATLAB platform and the test results after performing various operations are as 

shown in figure 5. 

 

         

     
  

  

  

 

a b 

c d 

Filtered Additive noise

filtered output

Filtered Multiplicative noise by frost filter

Filter based edge detection
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g h 

i j 

 

  Figure 5: (a) Original image, (b) Image with impulse noise, (c) Image with multiplicative noise, 

(d) Image with additive noise, (e) Filtered additive noise, (f) Filtered multiplicative noise, (g) 

Filtered output, (h) M-Dimensional filtered output, (I) Region growing segmentation, (j) Active 

counter (Snake) segmentation.  

 

8. CONCLUSION 

 

              In this paper we have successfully identified the type of the noise and filtered it by using 

suitable noise removal filters. Multidimensional filter provides a powerful computational tool including 

natural images, medical diagnostic images. The specialty of merge-split algorithm which is to find the 

variation among the maximum and minimum values of a pixel within the window is like the edge 

detection technique. In images such as an image which has a smooth texture or an image which has less 

gradient, the edges play a very important role since this is the only region in the image where there is a 

large difference in the pixel values as compared to other regions in an image. Hence, merge and split 

technique is very helpful in such kind of images. This technique splits the blocks into individual pixels 

in which larger merged blocks appear in the interiors. This technique plays an important role and is 

carried out in the beginning of the image segmentation which leads to quicker region growing. From 

the initial contour, the object boundaries can be automatically located with the help of active contour. 

The most advantageous benefit of active contours is its ability to give a piece-wise linear description of 

the object shape at the time of convergence, without extra processing. 
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ABSTRACT: In this era of Internet of Things, wherein every 'thing' is integrated within the  existing internet 
architecture, it becomes quite necessary that embedded computing systems process quickly, occupy less area and 
consume low power. This would enable them to work quickly with real time data and have a large shelf life. As 
such there is a need for development of optimized algorithms and their efficient implementation in hardware. This 
paper presents a novel architecture for obtaining, DCTQ coefficients suitable for FPGA Implementation. The 
design is highly parallel and pipelined so as to exploit the massive parallelism of FPGAs and occupies 
considerably less area with a very high processing speed. 

 
 
                       INTRODUCTION 

 
Digital images have been widely used today in various 
applications and it is growing rapidly. Video and 
television transmission is becoming digital. More and 
more digital image sequences are used in various 
multimedia applications. Image compression addresses 
the problem of reducing the amount of data required to 
represent a digital image. It is a process intended to 
yield a compact representation of an image, thereby 
reducing the image storage transmission requirements. 
Image compression basically stems from two 
fundamental concepts. They are 
1. Redundancies reduction: It aims at removing 
duplication from the signal source (image/video). 
2. Irrelevancy reduction: It erases that part of the signal 
which will be not noticed by the signal receiver, 
namely the Human Visual System. 
The redundancy in data representation is reduced such 
a way that it can be subsequently reinserted to recover 
the original data, which is called decompression of the 
data. Data compression can be understood as a method 
that takes an input data, D and generates a shorter 
representation of the data (D) with a smaller number of 
bits compared to that of D. The reverse process is  
 
called decompression, which takes the compressed data c 
(D) and generates or reconstructs the data, D. Most 
often the compression (coding) and decompression 
(decoding)  
systems together are called a “CODEC”. The 

objective of image compression is to reduce 
redundancy of the image data in order to be able to 
store or transmit data in an efficient form. Image 
compression can be lossy or lossless. Lossless 
compression is sometimes preferred for artificial 
images such as technical drawings, icons or comics. 
This is because lossy compression methods, 
especially when used at low bit rates, introduce 
compression artifacts. With the development of 
imaging multimedia applications (image archiving, 
network image transmission, document imaging, 
digital photography, medical imaging, remote 
sensing etc.) image compression requires higher 
performance as well as new features. Compression is 
an active research area in which great effort has been 
made to deliver new standard by providing features 
inexistent in previous standards, but also by 
providing higher efficiency for features that exist in 
other. 
 
               LITERATURE SURVEY 
 
A good algorithm for compression is the 
hybridization of discrete cosine transform on the 
discrete wavelet transform coefficients. This 
algorithm performs much better in terms of peak-
signal to noise ratio with a higher compression ratio 
compared to standalone DCT and DWT algorithms. 
This scheme is intended to use as the image/video 
compressor engine in medical imaging and video 
applications, such as telemedicine and wireless 
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capsule endoscopy.  
 
A good compression algorithm of higher compression 
ratio based on SPIHT (Set Partition in Hierarchical 
Tree). This algorithm shows a higher peak signal to 
noise ratio (PSNR) with same compression ratio.  
 
A good algorithm which outperforms all other previous 
Algorithm is the Discrete Cosine Transform which 
attempts to decorrelate the image and after de 
correlation each transform coefficient can be encoded 
independently without losing compression efficiency. 
Like other transforms, the Discrete Cosine Transform 
(DCT) attempts to de correlate the image data. After de 
correlation each transform coefficient can be encoded 
independently without losing compression efficiency. 
Discrete Cosine Transform (DCT) has emerged as the 
de-facto standard for image transformation in most 
visual systems. DCT has been widely deployed by 
modern video coding standards, for example, MPEG, 
JVT etc. This article introduces the DCT, elaborates its 
important attributes and analyzes its performance using 
information theoretic measures. Discrete Cosine 
Transform is widely used in such problems of digital 
signal processing as feature extraction, filtering, and 
especially, in image compression. DCT has very good 
energy compaction properties and near optimal 
performance which is closest to that of the Karhunen-
Loeve transform (KLT). The JPEG and MPEG coding 
algorithms, based on DCT, have been established as 
industry standards for image compression. 
 
In Discrete Cosine Transform, computation complexity 
is quite large. For reducing the computational 
complexity several fast DCT algorithms has developed 
such as, DCT based on the Residue Number System 
(RNS). This algorithm uses the combination of Fast 
Cosine Transform (FCT) algorithm and the matrix-
vector multiplication (MVM). RNS based FCT MVM 
implementation provides a throughput improvement 
over the equivalent binary system up to 72%, while its 
advantage over the binary distributed arithmetic 
implementation is up to 128%. A custom architecture 
for Discrete Cosine Transform (DCT) using No-
Instruction Set Computer (NISC) technology that is 
developed for fast processor customization. Using 
several software transformations and hardware 
customization, performance achievement is 10 times 
more, 2 times power reduction, 12.8 times energy 
reduction, and 3 times area reduction compared to an 
already optimized soft core MIPS implementation. In 
DCT computation, complexity increases mainly for 

huge amount of multiplication. So, idea arises that,  
if it is multiplication less, then computation can be  
faster. A good technique is that which implements  
direct 2-D DCT approach with regular butterfly 
 structure.  
 
This architecture employs eight 1-D DCT processors 
and four post-addition stages to calculate two-
dimensional DCT coefficients. Each 1-D DCT 
processor is designed using Algebraic Integer 
Encoding architecture which requires no multiplier, 
therefore the entire 2-D DCT design is multiplier 
less. Critical path is shortened by employing five 
pipeline stages on each compression and 
decompression system. A good architecture is one 
which uses the 2-D DCT separability property, such 
that the whole architecture is divided into two 1-D 
DCT calculations by using a transpose buffer. A new 
alternative of DCT is Integer Cosine Transform 
(ICT) used for image processing. Parallel-pipeline 
architecture of an 8 x 8 ICT processor for image 
compression whose characteristics are high 
throughput, low latency, reduced internal storage 
and 100% efficiency in all computational elements. 
A good architecture of an efficient implementation 
of a two-dimensional DCT/IDCT transforms 
processor via a serial-parallel systolic array that does 
not require transposition. A fast two-dimensional 
discrete cosine transform optimized for software 
implementation on a RISC microprocessor with an 
integer multiplier accumulator (MAC) unit. The 
number of processor cycles as well as computational 
error is less than that of the row-column approaches 
based on fast 1D DCTs. 
 
A new processor that computes the Discrete Cosine 
Transform (DCT) which overcomes the major 
drawbacks of the original implementation resulting 
in a design with considerably less area consumption 
and higher speed. To achieve these results, a novel 
architecture, based on the CORDIC Circular 
Rotation Algorithm, is introduced; it reduces the 
required area by more than 60% compared to the use 
of standard CORDIC architectures. Furthermore, bit 
serial arithmetic is used, resulting in a very compact 
design. In order to get maximum throughput ,the 
processor is fully pipelined, achieving a Performance 
efficient even for signals as fast as HDTV.
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PROPOSED METHODOLOGY 
 

The conventional memories that we use either have 
single address and single data output for ROM or 
separate read and write addresses and data bus for a 
dual port RAM. In real time systems such as video 
processing systems, these conventional memories may 
not be of help since the typical applications often 
demand access to two memory locations 
simultaneously, write word-wise and read column-
wise, etc. These application-specific requirements, 
arising mainly due to the need for efficient 
implementation of computationally intensive 
algorithms. 
• The ROM stores the cosine terms 2 × C instead of C 
in order to improve accuracy. 
• Two-stage pipelining for 2 × C matrix of cosine 
terms to keep pace with dual RAM used in the DCTQ 
design. 
• ROM size is 8 × 64 bits. Two locations, each of size 
64 bits, can be accessed and output to the data bus, 
‘dout1’ and ‘dout2’ simultaneously using the two 
addresses, ‘addr1’ and ‘addr2’ respectively.  

This ROM, with single address and single data output, 
is used to store inverse quantization values. In 
quantization process, we need to divide the DCT 
coefficients by the corresponding quantization values. 
However, division can also be implemented as 
multiplication if we take the inverse of the quantization 
values. The dual RAM consists of two RAMs, each of 
which stores the image information. This information 
will be written from a host computer such as a PC into 
one of the RAMs through peripheral connect interface 
(PCI) bus. Initially, one of the double memory buffers, 
RAM 1,is filled and once it is full, the image 
information is written to the second RAM. While the 
second memory, RAM 2, is being written into, the 
RAM 1 will be read concurrently to process the DCTQ 
coefficients. If RAM 1 is in read only mode, then 
RAM 2 is automatically configured to the write only 
mode and vice-versa. The RAM is written row-wise 
and read column-wise. This is due to the complexity of 
the DCT algorithm (While reading, the RAM is 
accessed column-wise, since in the computation of 
C*X of the DCT algorithm we need to multiply a row 
of C matrix with the column of X (image input) matrix 
as explained). 
 
Serial and Parallel adders are chosen depending on 
Application type and chip area. Multipliers are also 
Pipelined to increase the computation speed.The two-
stage matrix multiplication can be implemented by 
parallel architecture, where in eight partial products,  

which are the row vectors of C*X generated in the first  
stage, are fed to the second stage. Subsequently, 
multiplying row vector of CX by the CT matrix 
generate seight DCT coefficients. Quantized outputs 
can be obtained by dividing each of the 64 DCT 
coefficients by the corresponding quantization 
values in the Single address ROM. 

 
 
        Algorithm for Parallel Matrix 
            Multiplication for DCTQ 
 

DCT is an orthogonal transform consisting of a set 
of vectors that are sampled cosine functions. 2D-
DCT of a block of size 8 × 8 pixels of an image is  
 

 
defined as 

 
where f (x, y) is the pixel intensity and  
                            c(u) = c(v) = 1/√2 for u = v = 0 and 

                                         = 1 for u, v = 1 to 7. 
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The DCT can be expressed conveniently in a matrix 
form: DCT = C X CT .where X is the input image 
matrix, C the cosine coefficient matrix, and CT, its 
transpose with constants (1/2)c(u) and (1/2)c(v) 
absorbed in C and CT matrices respectively. For a 
clearer understanding, the DCT may be expressed in an 
expanded form: 
 

 
 

 
 
 

 
 

Where 
 
The two-stage matrix multiplication shown above can 
be implemented by parallel architecture, wherein eight 
partial products, which are the row vectors of CX 
generated in the first stage, are fed to the second stage. 
Subsequently, multiplying row vector of CX by the CT 
matrix generates eight DCT coefficients, 
corresponding to a row of C X CT. While computing 
the (i+1)th partial products of CX, the ith row DCT 
coefficients can also be computed simultaneously since 
the ith partial products of CX are already available. 
Application of DCT on an 8 × 8 pixel block, thus, 
generates 64 coefficients in a raster scan order. 
 
Quantized outputs can be obtained by dividing each of 
the 64 DCT coefficients by the corresponding 
quantization table values given in the standards [27] as 
per the expression:  
 
DCTQ (u,v) = DCT (u,v) / q (u,v) ; u, v = 0 to 7 
 

These stages can be pipelined in such a way that one 
DCTQ output can be generated every clock cycle. 
 
                   BLOCK DIAGRAM 
 

 
 

                                                             

                                                      ADVANTAGES 

The main advantages of this system are reductions in 
storage hardware, data transmission time, and 
communication bandwidth. This can result in 
significant cost savings. Compressed files require 
significantly less storage capacity than 
uncompressed files, meaning a significant decrease 
in expenses for storage. A compressed file also 
requires less time for transfer while consuming less 
network bandwidth. This can also help with costs, 
and also increases productivity. 
 

 

                                                         CONCLUSION 

In this paper we have designed a system whose inputs 
are pixel values of an image and the output is the 
computed DCTQ of those pixels. The system 
computes DCTQ of 64-pixel values and outputs each 
value at the end of each clock cycle. The core of the 
project is to design and verify the most efficient 
Arithmetic circuits which we have obtained by using 
pipeline concept. Pipelining increases the throughput 
as well as chip area. As the cost of silicon is pretty 
less and it is abundantly available on earth our focus 
in mainly on increasing the overall systems 
performance. 
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Abstract— As we are moving forward in life, we are 
facing challenges everyday and till date we are trying to 
have a better solution to it. With the increasing number of 
human population, the crave for jobs and recruitment is 
also increasing in heavy demand day by day and this won't 
stop ever. Rather it would get worse. So, looking into this 
factor the placement offices are facing problems to conduct 
the recruitment process smoothly. They are looking forward 
to some automated and online process so that the officers 
can take a break and cut down their stress of work duty. In 
the view of this we bring you "Placement Management 
System."  

 

Keywords— ⊚ Django ⊚ HTML ⊚ CSS ⊚ JS 

              ⊚ GIT ⊚ Docker ⊚ Bash Scripting ⊚ Nginx 

 

I. INTRODUCTION  
 

The project “PLACEMENT MANAGEMENT 
SYSTEM” is a web-based application developed for the 
placement department of the college in order to provide the 
details of its students in a database for the companies to their 
process of recruitment. The main purpose of the System is to 

avoid manual process because the manual work makes the 
process slow and other problems such as inconsistency & 
ambiguity on operations. In order to avoid this web-based 
placement managed system is proposed, where the student 
information in the college with regard to placement is 
managed efficiently. It intends to help fast in fast access 
procedures in placement related activities and ensures to 
maintain the details of the student. Students logging should 
be able to upload their personal and educational information. 
The key feature of this project is that it is onetime registration 
enabled. The placement cell calls the companies to select 
their students for jobs via the campus interview. The 
placement cell allows the companies to view the student 
resumes in selective manner. They can filter the student 
profile as per their requirement. The job details of the placed 
students will be provided by the administrator. The 
administrator plays an important role in our project. Our 
project provides the facility of maintaining the details of the 
students and gets the requested list of candidates for the 
company who would like to recruit the students based on 
given criteria. 
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Figure 1:  Student Registration Process 
 

 
Figure 2: Working at the Admin Panel 

 

II. PROBLEM ANALYSIS 

Nowadays campus placements are conducted in all 
colleges. Various software and other sector companies are 
conducting campus selections for selecting merit 
candidates. When campus selections are conducted the 
students should provide their curriculum vitae to the 
concern officer for attending the campus interviews. This 
routine process is maintained manually, like maintenance 
of their resumes in papers. This can be automated by 
designing software. 
The old manual system was suffering from many 
drawbacks. The PMS System is to maintain the data and 
make the process smooth, maintaining the data and 
retrieving information is very tedious and lengthy. there 
used to be lots of difficulties in associating any particular 
transaction with particular context. It is very difficult to 
find errors while entering the records. Once the records 
were entered it was very difficult to update records. 
Main reason behind it is a lot of information to be 
maintained and managed. For this reason we provide 
features in PMS that can potentially automate the whole 
system and reduce the errors and manual work.  
In Colleges, Training and Placement Officers(TPO) have 
to manage the student profile and data for training and 
placement process manually. Placement officers have to 
collect the information from companies and notify the 
students who are clearing the company criteria and this 

manual process is tedious and erroneous. Any 
modification in the details of a student or updates required 
in the profile of the student has to be searched and get done 
manually. 
 

III. PROPOSED SYSTEM 
 
Proposed system is inexpensive and no manual workload is 
needed. Everything, however smaller the details for the 
registration process are, they are going to get into the system 
through this Online Placement Management System. 
 
The software used in this regards are as listed below: 
⦁ Django 
⦁ HTML 
⦁ CSS 
⦁ JS 
⦁ GIT 
⦁ Docker 
⦁ Bash Scripting 
⦁ Nginx 
 
All these softwares are easily available in the market. If need 
be any college can develop it for the better conduction of 
placement process. 
 
Below given are the basic functionalities of the softwares 
used in this project: 

⦁ Django is a high-level Python Web framework that 
encourages rapid development and clean, pragmatic design. 

⦁ Hypertext Markup Language (HTML) is the standard 
markup language for documents designed to be displayed in 
a web browser. 

⦁ Cascading Style Sheets(CSS) is designed to enable 
the separation of presentation and content, including 
layout, colors, and fonts. 

⦁ JavaScript(JS) conforms to the ECMAScript 
specification and is one of the core technologies of the 
World Wide Web. 

⦁ GIT is a distributed version-control system for 
tracking changes in any set of files, originally designed for 
coordinating work among programmers cooperating on 
source code during software development. 

⦁ Docker is a set of platform as a service (PaaS) 
products that use OS-level virtualization to deliver software 
in packages called containers. 

⦁ Bash Scripting helps in executing a shell command, 
running multiple commands together, customizing 
administrative tasks, performing task automation etc. 

⦁ Nginx is used  as a web server designed for 
maximum performance and stability. 
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IV. FLOW OF THE PROCESS 

 
In this project we will be using Django and our main 
framework backing up most of the authentication, 
communication with the frontend and the database, and 
effectively handling traffic, sending emails, sending SMS and 
much more. Front end will be handled by HTML, CSS and 
JS. JavaScript will be handling all the robust frontend actions 
like making XHR requests, visibility of elements, interactions 
with the users, etc. MySQL will be the database 
holding all the information about the students and PTO. 
 

EXISTING SYSTEM PROPOSED SYSTEM 

1. Manual SGPA CGPA 
calculation  

1. Automatic CGPA SGPA 
calculation 

2. Manual shortlisting 2. Can generate Shortlist 
with Criteria 

3.Notifying students 
individually   

3. Notifying students on 
one click 

4. No option for students to 
update Resume     

4. Can Update resume at 
any time 

5. Collect Feedback 
Manually 

5. Can write Feedback on 
site 

6. Manual Reminding 
about Training and 
Placement Fees 

6. Automatic Reminding 
about Training and 
Placement Fees 

 

 
 
 

Figure 4: Allover Statistical Display of Registrations 
 

 

 
 

 
Figure 5: Notification box 

 
 

Applications: -  
 

1. It can be used in colleges to ease the way of the 

placement campus drive. 

2. On a large scale it will help in the recruitment 

process more efficiently. 

 

Advantages: -  
 

1.  Easy to Install  

2.  No Manual workload  

3.  Easy to use  

4.  More accuracy 

 
 
 

V. RESULTS 
 

This paper depicts how the system will work and how smooth 
the conduction process is going to take place from the very 
beginning of registration till the recruitment of the 
individuals and how stress-free the process is this for the 
placement officers. 
 

VI. CONCLUSION 
 
According to various surveys done, this turns out really well 
for both students as well as the officers and the companies' 
HRs too. We hope to look forward to implementation of this 
system not only in our college but in all the colleges of this 
region as well as the country. This way the process of 
recruitment is going to be hassle-free.The main advantage of 
this paper is that it suggests the solution to a very existing 
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problem at a very low cost. The accuracy of the system is no 
doubt of  high rate for good possible outputs. 
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Abstract— In this paper we implemented 3D discrete wavelet Transform(DWT) using lifting based algorithm .The lifting based DWT 
architecture has the advantage of low power computational complexities transforming the signals with extension and regular data flow. 
We also provide a survey on these architectures for both 1-D and 2-D DWT. 3-D DWT uses a cascade combination of three 1-D wavelet 
transforms. 

   KEYWORDS: DWT, LIFTING, IMAGE COMPRESSION 

I.INTRODUCTION
Wavelet transforms is one of the most modern areas of 
mathematics. In the last few decades, there has been an 
enormous increase in the applications of wavelets, in which it 
is used as an analytical tool in various areas of technical 
research such as electronics, computers and 
telecommunication systems that require efficient speed, 
resolution & real time memory and optimization with 
maximum hardware utilization. A wavelet, as the name 
suggests, is a little piece of a wave. They are used in 
representing data and other functions that satisfy certain 
mathematical requirements. The fundamental idea behind 
wavelets is to analyze according to scale. Wavelet algorithms 
process data at different scales or resolution. Wavelet 
transforms offer a wide variety of useful features in contrast to 
other transforms such as Fourier or cosine transform. Fourier 
transform is a powerful tool for analyzing the components of 
stationary signal, but it failed for analyzing non-stationary 
signal, whereas wavelet transforms allows the components of 
a non-stationary signal to be analyzed by using a set of 
damped oscillatory functions known as wavelet basis. 
Wavelet transforms in its continuous form is represented as 
CWT. A discrete and fast implementation of CWT is known 
as standard DWT. It decomposes the signal into different sub- 
bands with both time and frequency and facilitates to arrive at 
high compression ratio. 
Recent advances in implementation of image coding and 

progressive image transmission through DWT demand both a 
large number of computations and large storage features that 

are not desirable for either high speed or low power 
applications. A methodology for implementation of the above 
complex applications have been proposed known as lifting 
based DWT that often has far fewer computations than DWT. 
In lifting scheme, the signal is divided like a zipper and a 
series of convolution-accumulate operations across the divided 
signals is applied, since this technique applies to each of this 
individual divided signals. Finally, brief summaries are given 
in below sections to conclude the paper. 

II.WAVELETS
2.1. Wavelet Definition: A ‘wavelet’ is a small wave which 
has its energy concentrated in time. It has an oscillating 
wavelike characteristic and is a suitable tool for transient, non-
stationary or time-varying phenomena. 

2.2 Wavelet Characteristics: The difference between wave 
(sinusoids) and wavelet is shown in figure 1.1. Waves are 
smooth, predictable and everlasting, whereas wavelets are of 
limited duration, irregular and may be asymmetric. Waves are 
used as deterministic basis functions in Fourier analysis for 
the expansion of functions (signals), which are time-invariant, 
or stationary. The important characteristic of wavelets is that 
they can serve as deterministic or non-deterministic basis for 
generation and analysis of the most natural signals to provide 
better time-frequency representation, which is not possible 
with waves using conventional Fourier analysis 

(a) (b) 

Fig.2. Representation of a (a) wave (b) wavelet 
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2.3 Wavelet Analysis: The wavelet analysis procedure is to 
adopt a wavelet prototype function, called an ‘analyzing 

wavelet’ or ‘mother wavelet’. Temporal analysis is performed 

with a contracted, high frequency version of the prototype 
wavelet, while frequency analysis is performed with a dilated, 
low frequency version of the same wavelet. Mathematical 
formulation of signal expansion using wavelets gives Wavelet 
Transform (WT) pair, which is analogous to the Fourier 
Transform (FT) pair. Discrete-time and discrete-parameter 
version of WT is termed as Discrete Wavelet Transform 
(DWT). 
 
2.4. Advantages of Wavelets: 
(a).Wavelet analysis is an exciting new method for solving 
difficult problems in mathematics, physics, and engineering, 
with modern applications as diverse as wave propagation, data 
compression, signal processing, image processing, pattern 
recognition, computer graphics, the detection of aircraft and 
submarines and other medical image technology.  
(b).Wavelets allow complex information such as music, 
speech, images and patterns to be decomposed into elementary 
forms at different positions and scales and subsequently 
reconstructed with high precision.  
(c).Wavelets are a powerful statistical tool which can be used 
for a wide range of applications, namely: Signal processing, 
Data compression, Fingerprint verification, Blood-pressure, 
heart-rate and ECG analyses, DNA analysis, and protein 
analysis. 
 

III.DISCRETE WAVELET TRANSFORM 
3.1. Wavelet Transforms: Wavelet transform has gained 
widespread acceptance in speech, image and video processing, 
and in signal processing in general because of its attractive 
characteristics to represent non-stationary signals in both 
frequency and time domains. The wavelet transform is 
computed separately for different segments of the time-
domain signal at different frequencies. Multi-resolution 
analysis: analyzes the signal at different frequencies giving 
different resolutions. Multi-resolution analysis is designed to 
give good time resolution and poor frequency resolution at 
high frequencies and good frequency resolution and poor time 
resolution at low frequencies. Good for signal having high 
frequency components for short durations and low frequency 
components for long duration, e.g. Images and video frames. 
3.2. Discrete Wavelet Transforms: It is a wavelet transform 
for which the wavelets are discretely sampled. DWT of a 
signal x(n) is calculated by passing it through a series of 
filters. First the samples are passed through a low-pass filters 
with impulse response g(n) resulting in a convolution of the 
two. 
 

  Y[n]=(x*g)[n]= ∑ 𝒙[𝒌]𝒈[𝒏 − 𝒌]∞
𝒌=−∞   (1) 

 The signal is also decomposed simultaneously using a high-
pass filter h(n). The outputs giving the detail coefficients(  
from the high pass filter)and approximate coefficients(from 

low pass filter) as shown in fig.3.These 2 filters are related to 
each other and they are known as a quadrature mirror filters. 
The frequency of the signal have now been removed, half the 
samples can be discarded according to Nyquist’srule. The 
filter output’s are then sub sampled by 2(g-high pass and h-
low pass). 

Ylow [n]=∑ 𝒙[𝒌]𝒈[𝟐𝒏 − 𝒌]∞
𝒌=−∞   (2) 

Yhigh[n]=∑ 𝒙[𝒌]𝒉[𝟐𝒏 − 𝒌]∞
𝒌=−∞   (3) 

This decomposition has halved the time resolution since only 
half of each filter output characterizes the signal.Each output 
has the frequency band of the input so the frequency 
resolution has been doubled. 

 

Fig.3. One-Dimensional DWT 

 
IV.TWO-DIMENSIONAL DWT 

One-Dimensional DWT can be easily extended to two 
dimensions which can be used for the transformation of two 
dimensional images. A two dimensional digital image which 
can be represented by a 2-D array x[n1,n2] with n1 rows and 
n2 columns, where n1 and n2 are positive integers.First, a one-
dimensional DWT is performed on rows to get low frequency 
‘L’ and high frequency ‘H’ components of the image.The 
fundamental block diagram of a 2-D DWT is as shown in fig 
4a. 

 

                 Fig.4  Two-Dimensional DWT  

At each scale, an image f(x,y) is decomposed into an 
approximation image ja  of a low-pass band, and  three detail 

images xy
j

y
j

x
j ddd ,, corresponding  to a horizontal high-pass 
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band x
jd , a vertical high-pass band y

jd , and a diagonal high-

pass band xy
jd  as given below: 
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Compare with single dimension case
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Due to down-sampling of the coefficients, the size of the 
image at lower level is half of that of the higher level.In two-
dimensional image analysis, the three wavelets   are given by: 

     yxyx  ,1
, 

     yxyx  ,2
 

     yxyx  ,3
   (7) 

Extract image details at different scales and orientations. At 
each scale, we end up with three “detail” images:(a) Low-pass 
filtered in the x-direction and high-pass filtered in the y 

direction,      yxyx  ,1 , yielding detail Dx. 
(b)Low-pass filtered in the y direction and high-pass filtered 

in the x direction,      yxyx  ,2  yielding detail Dy, 
and, (c)finally, high-pass filtered in both x and y directions 
yielding detail Dxy 

2I x
2D

y
2D xy

2D

x
1D

y
1D xy

1D

 

Fig.5 Components of decomposed image, three details and one 
approximation at each scale. 

So, we have three orientations for details: Horizontal, Vertical 
and Diagonal. To cover the entire image using one 
dimensional wavelets, we consider image composed of rows 
or columns which are one dimensional in rows or columns. 
We apply wavelet transform for each row (i.e. keeping x 

constant but changing y) starting from the top row. Then apply 
wavelet transform on the results of row operations but now 
move column-wise starting from the left column where we use 
wavelet or scaling function depending on whether we want 
LL, LH, HL or HH signal components. Since we are using one 
dimensional wavelet transform at each scan of x or y 
direction, we have only two filters low pass ‘L’ and high pass 
‘H’ where we use them in sequence  in x and y directions. To 
obtain low frequency band  in x  and y direction, we need to 
use to low pass filters as shown in Fig.4c Similarly we use 
LH, HL and HH for other frequency bands. 

 

Fig.6. Different levels of decomposition of an image 
 

V.3-DIMENSIONAL DWT 
 The 3D DWT can be considered as a combination of three 1D 
DWT in the x, y and z directions as shown in the fig. 5. The 
preliminary work in the DWT processor design is to build 1D 
DWT modules, which are composed of high-pass and low-
pass filters that perform a convolution of filter coefficients and 
input pixels. After a one-level of 3D discrete wavelet 
transform, the volume of image is decomposed into 
HHH,HHL,HLH,LHL,LHH,LLH and LLL signals as shown 
in fig.5.The process results in 8-data stream. The approximate 
signal resulting in scalar operations only goes to the next 
octave of the 3D transform. It has roughly 90 percent of the 
total energy. Meanwhile, the seven other streams contain the 
detail signals. Note that though conceptual drawing of the 3D 
DWT for one octave has 7 filter phases, this doesn’t mean that 

the process needs 7 physical pairs. For example, a folded 
architecture maps multiple filters onto one filter pair. 
 

          
                             Fig.7. 3-Dimensional DWT 
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VI.LIFTING BASED DWT 
The development of the lifting scheme was proposed for the 
construction of bi-orthogonal wavelets. The main feature of the 
lifting scheme is that all constructions are derived in the spatial 
domain. It does not require complex mathematical calculations 
that are required in traditional methods. Lifting scheme is 
simplest and efficient algorithm to calculate wavelet 
transforms. It does not depend on Fourier transforms. Lifting 
scheme is used to generate second - generation wavelets, which 
are not necessarily translation and dilation of one particular 
function.  
The memory modules are divided into multiple banks to 
accommodate high computational bandwidth requirements .a 
number of architectures have been proposed for calculation of 
the convolution based DWT. The architectures are mostly 
folded and can be broadly classified into series (where the 
inputs are supplied to the filters in a serial manner) and parallel 
architectures (where the inputs are supplied to the filters in a 
parallel manner). The basic principle of lifting scheme is to 
factorize the poly-phase matrix of a wavelet filter into a 
sequence of alternating upper and lower triangular matrices and 
diagonal matrix. This leads to the wavelet implementation by 
means of a banded-matrix multiplications. 
 Constructing wavelets using lifting scheme consists of three 
steps: (a)Split step: where the data is split-up into odd and even 
sets. (b)Predict step: in which odd set is predicted from even 
set. Predict phase ensures polynomial cancellation in high pass. 
(c)Update phase: that will update even set using wavelet 
coefficient to calculate scaling function. Update stage ensures 
preservation of moments in low pass. Block diagram of 
forward Lifting scheme is as shown in fig.6a. 
 
6.1. Working of lifting scheme: 
The basic idea behind lifting scheme is that, it tries to use the 
correlation in the data to remove redundancy. First split the 
data into 2 sets(split phase) i.e., odd sample and even sample. 
Because of the assumed smoothness of the data, we predict 
that odd samples have a value that is closely related to their 
neighboring even samples. We use N even samples to predict 
the value of a neighboring odd value (predict phase).With a 
good prediction method, the chance is high that the original 
odd sample is in the same range as its prediction. We calculate 
the difference between the odd sample and its prediction and 
replace the odd sample with this difference. 
 
6.2. For Image Compression: In each lifting stage, the 
predicting or updating operations are carried out in the 
direction of image edges and textures in a local window, and 
are not necessarily horizontal or vertical. This adaptation can 
significantly reduce the signal energy of high-pass sub-bands. 
High angular resolution in prediction is achieved by the use of 
fractional pixels in prediction and update operations. The 
fractional pixels can be calculated by any existing 
interpolation method. In order to guarantee perfect 
reconstruction, the predicted and updated samples are always 
in integer pixel positions. 
 

Fig.8. Block diagram of forward Lifting scheme 
 
 
 

 
Fig.9. Architecture of DWT based on lifting scheme 

 
6.3.Reasons for the choice of Lifting scheme 
We have used lifting scheme of wavelet transform for the 
digital speech compression, because lifting scheme is having 
following advantages over conventional wavelet transform 
technique. (1)It allows a faster implementation of the wavelet 
transform. It requires half number of computations as compare 
to traditional convolution based discrete wavelet transform. 
This is very attractive for real time low power applications. 
(2)The lifting scheme allows a fully in-place calculation of the 
wavelet transform. In other words, no auxiliary memory is 
needed and the original signal can be replaced with its wavelet 
transform. (3)Lifting scheme allows us to implement 
reversible integer wavelet transforms. In conventional scheme 
it involves floating point operations, which introduces 
rounding errors due to floating point arithmetic. While in case 
of lifting scheme perfect reconstruction is possible for loss-
less compression.  
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VII. RESULTS 
Consider an color RGB image of size 225x225 and convert it 
into a gray scale image which is then resized into 256x256 as 
shown in fig 10. 

 

      
 

      Fig 10.  Resized Input Image 
 

We extract the  required wavelet co-efficients and combine it 
with corresponding filter coefficients. Divide the image 
coefficients into odd and even indexed values. Convolute filter 
coefficients with image coefficients taking two adjacent pixel 
values at a time. After performing predict and update step 
column wise first and row wise next we get 128x128 pixel 
image which is the output of 1D DWT as shown in fig b. 

 
  

 
 
fig 11. Output Of 1D DWT 
 

 
The output of 1D DWT is given as an input to the cascaded 
filters of 2D DWT where the image is compressed further that 
leads to 64x64 pixel image as shown in fig c. 
 

  
 
            Fig 12. Output of 2D DWT 
 

 
 The output of 2D DWT is given as an input to the cascaded 
filters of 3D DWT. The final image is the compressed 
image(32x32) of the original input image due to 
normalization/down sampling which is shown in fig d. 

 

 
 

           Fig 13. Output of 3D DWT 
 

VII.COMPARISIONS 
 

At first, the comparision between different stages of DWT 
implemented in this paper using lifting based algorithm is 
tabulated below: 

 
Next, the time difference in computation speed  between 
normal dwt and discrete wavelet transforms implemented using 
lifting based algorithm is shown below in fig 14 and fig 15. 

Levels of dwt Extent of relative 
compression 

1st  level DWT 2:1 
2nd  level DWT 4:1 
3rd level DWT 8:1 
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As we have already seen the advantages of using lifting based 
algorithm that it takes less time to compute than  normal  
DWT. As we see in fig 14. that  normal dwt takes a total time 
of 1.108s to process an image. Where as lifting based algorithm 
shown in fig 15.  Takes  the total time of 1.044s to process 
same image ,there is a time difference of  0.064s for just one 
image but in real world we deal with millions of images at a 
time where time constraint is more effective and hence lifting 
based occupies high priority. 
 

 
          
Fig 14. Time simulation results of normal DWT 
 

 
 

Fig 15. Time simulation results of lifting based                     
DWT 

CONCLUSION 
In this paper, we implemented  the lifting based 
implementations of 1-dimensional, 2-dimensional and 3-
dimensional Discrete Wavelet Transform. We briefly described 
the principles behind the lifting scheme in-order to better  
understand the different implementation styles and structures.  
The result of this implementation is the compressed image  
whose relative compression is 8 times the input image as 
shown in simulation figures. 
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